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Highlights 
• This study proposes a new time series prediction method. 

• This method combines FTS based on fuzzy clustering and MODWT. 

• Proposed method is based on decomposing of time series into sub-time series through MODWT. 

• The main objective is to improve the prediction and forecasting performance of existing FTS methods. 

Article Info 

 

Abstract 

This study proposes a new time series prediction method that combines Fuzzy Time Series (FTS) 

based on fuzzy clustering and Maximal Overlap Discrete Wavelet Transform (MODWT). Time 

series generally consist of subseries, each of which reflects the different behavior of the time 

series and using of a single prediction method for all subseries can be negatively impacted the 

prediction and forecasting accuracy. Proposed method is based on decomposing of time series 

into sub-time series through MODWT and predicting an FTS model for each sub-time series 

separately. Besides, time series can contain noise, outlier or unwanted data points and these points 

can hide the actual behavior of the time series. MODWT has the ability of eliminating negative 

effects of these kind of data points on the predictions. Besides, proposed method has also all 

advantages of FTS methods. The main objective of this study based on these advantages is to 

improve the prediction and forecasting performance of existing FTS methods based on fuzzy 

clustering. In order to show the performance of proposed method, three FTS methods based on 

fuzzy clustering and wavelet-based versions of them are applied to eight real time series and 

experimental results clearly showed that proposed method achieves the best prediction and 

forecasting results. 
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1. INTRODUCTION 

 

Time series is one of the data types widely used in many researches relating to fields such as statistics, 

economics, finance, medicine, astronomy, engineering etc. It can be simply described as a set consisted of 

observations measured at successive time intervals (denoted as y=[y_1,y_2,…,y_n]). The main objective 

of time series analysis is to reveal stochastic behavior of time series such as trend, seasonality, irregularity 

and to predict its future values. For this objective, many modeling methods are used that differ according 

to the characteristics of time series. Autoregressive Moving Average for stationary time series, Integrated 

Autoregressive Moving Average [1-3] for the time series which are non-stationary but made stationary by 

taking difference and Artificial Neural Networks [4] and modeling methods based on fuzzy logic [5-7] for 

time series having nonlinear structure are generally used. However, these methods only consider the time 

domain of the series and not the frequency domain. Also, many of these methods may fail to provide high 

prediction performance when time series are not stationary and they include the noise, outliers, unwanted 

data points and sudden changes. To overcome these drawbacks of mentioned methods, the hybrid modeling 

techniques, based on especially discrete wavelet transform (DWT), maximal overlap discrete wavelet 

transform (MODWT), Fourier transform (FT) and empirical mode decomposition (EMD) have been 

developed in many studies [8-27].    
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This study also proposes a hybrid time series prediction method, which combines FTS based fuzzy 

clustering and MODWT. There are several reasons to choose MODWT as decomposition method instead 

of DWT, EMD and FT widely used in the literature [8-10,12-18,20-28]. MODWT allows to effectively 

analyze the time series both in time and frequency domain and thus, it preserves the time information of 

the time series unlike FT [28]. MODWT has also several advantages in comparison with DWT. The most 

important ones of these advantages are that MODWT can be applied to the time series with any length 

unlike DWT, is not sensitive against to the changing of the starting point of time series; and that wavelet 

and scaling coefficients as much as length of time series are obtained in each decomposition level of 

MODWT [19]. Although EMD has some superior properties such as; being model-free and fully data-

driven differently from MODWT, it can be exposed to mode mixing and overlapping problems and thus it 

cannot be performed the proper decomposition of the time series [29].     

 

FTS methods also have some advantages i.e. they do not require any statistical assumptions, they can work 

with incomplete, vagueness, linguistic data and they can easily handle the nonlinear structure of time series. 

FTS method was firstly proposed by Song and Chissom [30-32]. This method consists of three main steps. 

The first step, called as fuzzification, is to step of converting classical time series to fuzzy time series. In 

the second step, the relations between successive fuzzy sets are determined and the last step is the 

defuzzification which includes converting fuzzy predictions to the classical ones. FTS models can be 

divided into two categories as fuzzification method used in the first step: i) partitioning universe of 

discourse into subintervals [26-27] ii) fuzzy clustering [33-35]. The first category is based on partitioning 

classical time series into the subintervals at the predefined number. In here, each interval corresponds to a 

fuzzy set and each observation is fuzzified according to the interval it belongs. But, methods in this category 

do not consider the distribution of time series and assume that all time series have uniform distribution. 

When real time series are considered, satisfying of this assumption is very difficult. The major advantage 

of the methods in the second category is to learn the distribution of time series from own and thus is to be 

more appropriate the constituted fuzzy sets to the time series. Therefore, second fuzzification method is 

preferred in proposed method. The superiorities of proposed method can be collected under three main 

titles: 

 

I) According to existing FTS methods based on fuzzy clustering [35-37]. 

- In the proposed method, time series is decomposed into subseries, each of which reflect the 

different behavior of the time series and FTS method is constructed for all subseries separately. 

Thus, proposed method provides predicting a model which can consider the local features of the 

time series in addition to its global features.  

- It is more robust to noise, outlier and unwanted observations. Thus, the negative effects of these 

observations on prediction performance decrease.  

- It analyzes the time series both in time and in frequency domain. 

 

II) According to existing Wavelet Transform based methods [8-20].  

- Existing methods assume that the observation measured at t time is only affected by its own lagged-

values. But, FTS models investigate the relationship between fuzzy sets defined by classical time 

series and all observations in the fuzzy sets at t-1 time are used in order to predict an observation 

at t time. Thus, prediction process is performed with more information.   

- Proposed method does not require many initial parameters such as the type of model (AR, MA, 

ARMA etc.), the network structure (the number of hidden layers, the number of neurons in the 

hidden layers, learning rate, learning algorithm) etc. It only needs the number of clusters.  

- It has the better generalization ability since FTS methods are based on fuzzy sets, which consist of 

numerous classical time points. 

 

III) According to existing Wavelet Fuzzy Time Series [26,27] 

- Existing methods have used partitioning the universe of discourse method in the fuzzification step 

of FTS models. This kind of the fuzzification generally provides the good performance when the 

distribution of the time series is uniform. This study has used fuzzy clustering algorithms which 
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learn the distribution of the time series from the in the fuzzification step. Thus, the obtained fuzzy 

sets better reflect the behavior of the time series. 

- Existing methods have used DWT for decomposing the time series. In this study, MODWT has 

been used for the same objective due to some drawbacks of DWT.  

 

This paper is organized into five sections. Section 2 gives material and methods used in this study. In 

Section 3, general framework of proposed hybrid time series prediction model is presented. Section 4 

provides the experimental results including comparisons of prediction performances of traditional FTS 

(TFTS) model based on fuzzy clustering [33-35] and of proposed model. Last section concludes the study. 

 

2. MATERIAL METHOD 

 

This section consists of three subsections including basic definitions of FTS, FTS models based on fuzzy 

clustering and brief information about MODWT.   

 

2.1.  Basic Definitions of Fuzzy Time Series 

 

The general definitions for FTS are summarized. Let be 𝑈 = {𝑢1, 𝑢2, … , 𝑢𝑐} universe discourse where 𝑢𝑖 s 

are subintervals. A fuzzy set can be defined as follows: 

 

𝑓𝑖 = 𝜇𝑓𝑖
(𝑢1) 𝑢1 +⁄ 𝜇𝑓𝑖

(𝑢2) 𝑢2 +⁄ …+ 𝜇𝑓𝑖
(𝑢𝑐) 𝑢𝑐⁄  (1) 

 

where 𝜇𝑓𝑖
 is the membership function of fuzzy set 𝑓𝑖, 𝜇𝑓𝑖

(𝑢𝑖): 𝑈 → [0, 1] is membership degree of 𝑢𝑖 to 

fuzzy set 𝑓𝑖.  Some definitions relating to FTS can be given as follows: 

 

Definition 1: Let be 𝑌𝑡 (t=1, 2,…,n) classical time series, be 𝑈 is universe discourse of 𝑌𝑡 defined by fuzzy 

sets 𝑓𝑖. If 𝐹(𝑡) consists of 𝑓𝑖, then 𝐹(𝑡) is called fuzzy time series on 𝑌𝑡.  

 

Definition 2: Let be ° any arithmetic operator, if F(t) is only affected by one lagged fuzzy time series (F(t-

1)), fuzzy relation between F(t) and F(t-1) can be denoted as follows: 

 

𝐹(𝑡) = 𝐹(𝑡 − 1)°𝑅(𝑡, 𝑡 − 1) 

𝐹(𝑡 − 1) → 𝐹(𝑡) 
(2) 

 

where R denotes fuzzy relation and this relation is called first order fuzzy time series of 𝐹(𝑡). If 𝐹(𝑡) = 𝑓𝑖 
and If 𝐹(𝑡 − 1) = 𝑓𝑗, then the fuzzy relation can be defined as 𝑓𝑗 → 𝑓𝑖. Where 𝑓𝑗 is the left hand side and 

𝑓𝑖 the right hand side of fuzzy relation.  

 

Definition 3: Fuzzy relations which have the same left-hand sides are grouped. For example, If 𝑓𝑗 → 𝑓𝑖1 

and 𝑓𝑗 → 𝑓𝑖2 and ,…, and 𝑓𝑗 → 𝑓𝑖𝑘 then fuzzy relations are reorganized as  If 𝑓𝑗 → 𝑓𝑖1 , 𝑓𝑖2 , … , 𝑓𝑖𝑘.  

 

2.2. Fuzzy Time Series Models Based on Fuzzy Clustering  

 

FTS models consist of three main steps as fuzzification, determining of fuzzy relations and defuzzification. 

Fuzzification step can be performed with two different ways: i) partitioning universe of discourse [26-27] 

and ii) fuzzy clustering. In this study, FTS models based on three different fuzzy clustering algorithms [33-

35] are used and the wavelet-based versions of these FTS models are developed. All of the FTS models 

used in this study are the first-order FTS.  

 

Fuzzy clustering algorithms used in this study are based on minimizing the following objective function: 

 

𝐽(𝒀, 𝑼, 𝑪) = ∑∑𝑢𝑖𝑗
𝑚 ‖𝑦𝑖 − 𝑐𝑗‖

2
𝑘

𝑗=1

𝑛

𝑖=1

 (3) 
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where U is the membership degree matrix, C is the cluster center matrix, 𝑢𝑖𝑗 is the membership degree of 

ith observation to jth cluster, 𝑦𝑖 is ith observation of classical time series, n is length of time series, k is 

number of clusters, m is the fuzziniess index and ‖ ‖ is distance measure. 

 

Fuzzy clustering algorithms used in the studies of are Gustafson-Kessel(GK) [36] and Fuzzy C-

Means(FCM)[37] and Fuzzy K-Medoids (FKM)[38] clustering algorithms respectively. These algorithms 

are difference from each other according to the distance measures used and the cluster centers. In order to 

calculate the distance between the cluster centers and the observations, FKM and FCM use the Euclidian 

distance measure, while GK uses thecluster-specific Mahalanobis distance. These distance measures are 

given in Equations (4) and (5) respectively: 

‖𝑦𝑖 − 𝑐𝑗‖ = √(𝑦𝑖 − 𝑐𝑗)
2
 (4) 

 

‖𝑦𝑖 − 𝑐𝑗‖ = √(𝑦𝑖 − 𝑐𝑗)
𝑇
𝜮𝒊

−𝟏(𝑦𝑖 − 𝑐𝑗) 
(5) 

 

where 𝜮𝒊  denotes the covariance matrix of jth cluster. Cluster centers are calculated as follows: 

 

𝑐𝑗 =
∑ (𝑢𝑖𝑗)

𝑚
𝑦𝑖

𝑛
𝑖=1

∑ (𝑢𝑖𝑗)
𝑚𝑛

𝑖=1

           𝑗 = 1,2, … , 𝑘 (6) 

 

𝑐𝑗 = 𝑎𝑟𝑔𝑚𝑖𝑛1≤𝑧≤𝑛 ∑ 𝑢𝑖𝑗
𝑚‖𝑦𝑧 − 𝑦𝑖‖

2  𝑗 = 1,2, … , 𝑘
𝑛

𝑖=1
 

(7) 

 

where FCM and GK use the Equation (6), FKM uses the Equation (7). Lastly, membership degrees for all 

clustering algorithms are calculated as follows:  

𝑢𝑖𝑗 = ∑(
‖𝑦𝑖 − 𝑐𝑗‖

‖𝑦𝑖 − 𝑐𝑡‖
)

−2
𝑚−1

 𝑖 = 1,2,… , 𝑛, 𝑗 = 1,2,… , 𝑘

𝑘

𝑡=1

. 

(8) 

Fuzzy clustering algorithms are iterative processes. In the first step, the initial values such as number of 

clusters(k), fuzziness index(m), etc. are determined. Step 2 contains calculating of matrix of membership 

degrees (U) by using Equation (8). According to new membership degrees, cluster centers(C) are computed 

in Step 3. This process is repeated until distance between two successive cluster centers is smaller than a 

predetermined termination criteria (𝜀). After terminating the clustering algorithm, fuzzy sets are determined 

by using following equation: 

 

𝑓𝑖 = 𝑓 max
𝑗=1,2,..,𝑘

𝑢𝑖𝑗
 i=1, 2,…,n (9) 

 

This equation also performs fuzzification process and in consequence of this process, fuzzy time series (F) 

is obtained.   

 

In the second step of FTS models, fuzzy relations are determined. For example, let be obtained a fuzzy time 

series as 𝑓1, 𝑓1, 𝑓2, 𝑓3, 𝑓3, 𝑓5, 𝑓4, 𝑓5 from fuzzification.  In this case, the fuzzy relations between successive 

fuzzy sets are as follows: 

𝑓1 → 𝑓1 

𝑓1 → 𝑓2 

𝑓2 → 𝑓3 𝑓3 → 𝑓3 

𝑓3 → 𝑓5    . 

𝑓5 → 𝑓4 𝑓5 → 𝑓4 

When fuzzy relations are grouped: 
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𝑓1 → 𝑓1, 𝑓2 𝑓2 → 𝑓3 𝑓3 → 𝑓3, 𝑓5 𝑓5 → 𝑓4 𝑓5 → 𝑓4    . 

The last step of the FTS can be summarized as follows: 

Let be  𝐹(𝑡 − 1) = 𝑓𝑖. Three cases exist for forecasting and defuzzification, 

Firstly, fuzzy predictions and forecasts (𝑓(𝑖))  are obtained by taking into following three cases, 

Case 1: If 𝑓𝑖 → 𝑓𝑗, fuzzy prediction and forecast correspond to 𝑓𝑗, 

Case 2: If 𝑓𝑖 → 𝑓𝑗, 𝑓𝑘 , 𝑓𝑙 fuzzy prediction and forecast are 𝑓𝑗, 𝑓𝑘 , 𝑓𝑙, 

Case 3: If 𝑓𝑖 → ∅ fuzzy prediction and forecast is 𝑓𝑖. 
 

After fuzzy prediction and forecasts are obtained, these values are transformed into classical values, in other 

words, crisp predictions and forecasts are obtained. This process is called as defuzzification. Center method 

is generally used for defuzzification:  

 

Case 1: If 𝑓𝑖 → 𝑓𝑗, classical prediction or forecast (�̌�(𝑖))  is center of the fuzzy set 𝑓𝑗 (𝑐𝑗), 

Case 2: If 𝑓𝑖 → 𝑓𝑗, 𝑓𝑘 , 𝑓𝑙 classical prediction or forecast is the arithmetic mean of centers of fuzzy sets 𝑓𝑗, 𝑓𝑘 

and 𝑓𝑙 ((𝑐𝑗 + 𝑐𝑘 + 𝑐𝑙) 3⁄ ), 

Case 3: If 𝑓𝑖 → ∅ classical prediction or forecast is the center of fuzzy set 𝑓𝑖 (𝑐𝑖).    

 

2.3. Maximal Overlap Discrete Wavelet Transformation 

 

Wavelet transform (WT) is a data transformation technique used for decomposing a time series into the 

frequency components and it is based on expressing the time series as linear combination of basis functions, 

called wavelets. As mentioned in Introduction section, WT has some advantages in time series analysis. 

First, WT has the ability of analyzing the time series both in time and frequency domain. Thus, time 

information is not lost [28]. Second, the each of subseries obtained from WT represents the different 

behavior of the time series. Hence, WT enables the analyzing of the time series in more detail. Third, WT 

can detect the noise, the outlier and the unwanted data points and can reduce the negative effects of these 

data points on the modelling process. In time series prediction and forecasting, the most appropriate WT 

technique is MODWT [39] thanks to its some advantages such as: i) MODWT does not require down-

sampling (decimation) process and thus, it can be applied to the time series with any sample size. There is 

no need that the length of time series is power of two in contrast to DWT, ii) at each level of the 

decomposition MODWT yields the wavelet coefficients as much as the length of original time series and 

iii) MODWT coefficients are not affected by the wavelet filter used and the starting point of time series 

[40].  

 

In fact, MODWT is modified version of the DWT.  To construct MODWT, wavelet (ℎ̃𝑗,𝑙) and scaling filter 

(�̃�𝑗,𝑙) are defined by rescaling the filters of DWT as follows: 

 

ℎ̃𝑗,𝑙 =
ℎ𝑗,𝑙

2
𝑗
2

𝑎𝑛𝑑 �̃�𝑗,𝑙 =
𝑔𝑗,𝑙

2
𝑗
2

 
(10) 

 

where ℎ𝑗,𝑙 and 𝑔𝑗,𝑙 denote the wavelet and scaling filters of DWT. MODWT wavelet and scaling coefficients 

are obtained by convolving original time series with these filters. The following equations define the 

MODWT coefficients [11,41]: 

 

𝑊𝑗,𝑡 = ∑ ℎ̃𝑗,𝑙𝑌𝑡−𝑙 𝑚𝑜𝑑 𝑛 = ∑ ℎ𝑗,𝑙
𝑜 𝑌𝑡−𝑙 𝑚𝑜𝑑 𝑛

𝑛−1

𝑙=0

𝐿𝑗−1

𝑙=0

 

(11) 
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𝑉𝑗,𝑡 = ∑ �̃�𝑗,𝑙𝑌𝑡−𝑙 𝑚𝑜𝑑 𝑛 = ∑ 𝑔𝑗,𝑙
𝑜 𝑌𝑡−𝑙 𝑚𝑜𝑑 𝑛

𝑛−1

𝑙=0

𝐿𝑗−1

𝑙=0

  . 

(12) 

 

In these equations,  𝐿𝑗 = (2𝑗 − 1)(𝐿 − 1) + 1, L is the length of filter, n is the length of the time series, 

ℎ𝑗,𝑙
𝑜  and 𝑔𝑗,𝑙

𝑜  are ℎ̃𝑗,𝑙 and �̃�𝑗,𝑙 periodized to length n. Equations (11) and (12) also can be written in matrix 

notation as follows: 

 

𝑾𝒋 = 𝝎𝒋
𝑻𝒀  (13) 

𝑽𝑱𝟎 = 𝝊𝒋
𝑻𝒀 (14) 

where, 𝐽0 indicates the decomposition level and its maximum value must satisfy following condition:  

 

J0 ≤ log2(n). (15) 

𝒘𝒋 and 𝒗𝒋 also can be given as matrix form: 

𝝎𝒋 =
𝟏

𝟐𝒋

[
 
 
 
 
 
 ℎ̃𝑗,0 ℎ̃𝑗,𝑛−1 ℎ̃𝑗,𝑛−2 ℎ̃𝑗,𝑛−3 … ℎ̃𝑗,3 ℎ̃𝑗,2 ℎ̃𝑗,1

ℎ̃𝑗,1 ℎ̃𝑗,0 ℎ̃𝑗,𝑛−1 ℎ̃𝑗,𝑛−2 … ℎ̃𝑗,4 ℎ̃𝑗,3 ℎ̃𝑗,2

⋮

ℎ̃𝑗,𝑛−2

ℎ̃𝑗,𝑛−1

⋮

ℎ̃𝑗,𝑛−3

ℎ̃𝑗,𝑛−2

⋮              ⋮      … ⋮  ⋮  ⋮  

ℎ̃𝑗,𝑛−4 ℎ̃𝑗,𝑛−5      … ℎ̃𝑗,1 ℎ̃𝑗,0 ℎ̃𝑗,𝑛−1

ℎ̃𝑗,𝑛−3 ℎ̃𝑗,𝑛−4 … ℎ̃𝑗,2 ℎ̃𝑗,1 ℎ̃𝑗,0 ]
 
 
 
 
 
 

 

 

 

 

 

(16) 

 

𝝊𝒋 =
𝟏

𝟐𝒋

[
 
 
 
 
 
 �̃�𝑗,0 �̃�𝑗,𝑛−1 �̃�𝑗,𝑛−2 �̃�𝑗,𝑛−3 … �̃�𝑗,3 �̃�𝑗,2 �̃�𝑗,1

�̃�𝑗,1 �̃�𝑗,0 �̃�𝑗,𝑛−1 �̃�𝑗,𝑛−2 … �̃�𝑗,4 �̃�𝑗,3 �̃�𝑗,2

⋮

�̃�𝑗,𝑛−2

�̃�𝑗,𝑛−1

⋮

�̃�𝑗,𝑛−3

�̃�𝑗,𝑛−2

⋮              ⋮      … ⋮  ⋮  ⋮  

�̃�𝑗,𝑛−4 �̃�𝑗,𝑛−5      … �̃�𝑗,1 �̃�𝑗,0 �̃�𝑗,𝑛−1

�̃�𝑗,𝑛−3 �̃�𝑗,𝑛−4 … �̃�𝑗,2 �̃�𝑗,1 �̃�𝑗,0 ]
 
 
 
 
 
 

  . 

 

 

(17) 

 

In order to reconstruct original time series, inverse MODWT defined as below are used:  

  

𝒀 = ∑𝝎𝒋
𝑻𝑾𝒋 +

𝐽0

𝑗=1

𝝊𝒋
𝑻𝑽𝑱𝟎 

(18) 

 

where 𝑫𝒋 = 𝝎𝒋
𝑻𝑾𝒋  is jth detail component of the original time series, which capture the details such as 

noise and random fluctuation and 𝑨𝑱𝟎 = 𝝊𝒋
𝑻𝑽𝑱𝟎 is the approximation component, which represents the 

general structure of the time series such as trend and seasonality.  From here, reconstructed time series can 

be rewritten as below: 

𝒀 = ∑𝑫𝒋 + 𝑨𝑱𝟎

𝐽0

𝑗=1

 . 

(19) 
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In MODWT, the most important parameter that need to be decided beforehand is the type of wavelet filter. 

There are several types of wavelet filters in the literature such as Haar, Daubechies, Coiflet, Symlet etc. 

The simplest form of the wavelet filter is Haar and it is defined as follows: 

 

ℎ̃𝑗,𝑙 = {

1

2𝑗
       𝑓𝑜𝑟 𝑙 = 0,…2𝑗−1 − 1

1

2𝑗
       𝑓𝑜𝑟 𝑙 = 2𝑗−1, … , 2𝑗 − 1

  , 

(20) 

�̃�𝑗,𝑙 = {
1

2𝑗
       𝑓𝑜𝑟 𝑙 = 0,… 2𝑗− − 1

0                          𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

  . 
(21) 

  Haar type wavelet filter is preferred in this study. 

 

3. PROPOSED TIME SERIES PREDICTION MODEL 

 

Proposed FTS model consists of three main steps as given in Figure 1.  

 

Figure 1. The flowchart of the proposed method 

 

As can be seen in Figure 1, time series firstly is decomposed into sub time series (𝑾𝟏,𝑾𝟐, … ,𝑾𝑱𝟎 , 𝑽𝑱𝟎) by 

using MODWT. In the second step, FTS models based fuzzy clustering are constructed by performing steps 

of fuzzification, determining of fuzzy relations and defuzzification given in Section 2.2 for each sub time 

series, separately. In the end of this step, predicted values of sub time series (�̌�𝟏, �̌�𝟐, … , �̃�𝑱𝟎 , �̌�𝑱𝟎) are 

obtained. The last step consists of the reconstruction of predicted time series (�̃�). For this objective, 

following equation is used:  

�̃� = ∑𝝎𝒋
𝑻�̌�𝒋 +

𝐽0

𝑗=1

𝝊𝒋
𝑻�̃�𝑱𝟎 (22) 

where �̌�𝑗𝑠 (j=1, 2,…, 𝐽0 ) and �̃�𝐽0 are predicted wavelet and scaling coefficients respectively.  
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4. EXPERIMENTAL RESULTS 

 

4.1. Data Sets  

 

We conducted experiments on eight real time series described in Table 1. 

  

Table 1. The time series used in this study 

Time 

Series 

Description Length Time unit Period 

SS Shampoo Sales [42] 36 Monthly 01/1981-12/1983 

MDT Minimum Daily Temperatures 

[43] 

3650 Daily 1891-1990 

DFB Daily Female Births [44] 365 Daily 01/01/1959-

31/12/1959 

MS Monthly Sunspot [44] 2820 Monthly 1749-1983 

MT Mean Temp in Delhi [45] 1463 Daily 01/01/2013-

01/01/2017 

H Humidity in Delhi [45] 1463 Daily 01/01/2013-

01/01/2017 

WS Wind Speed in Delhi [45] 1463 Daily 01/01/2013-

01/01/2017 

P Pressure in Delhi [45] 1463 Daily 01/01/2013-

01/01/2017 

 

The line plots of the data sets are given in Figure 2. 

 
Figure 2. Time series used in this study 

 

As can be seen in Figure 2, it is tried to use time series having different behaviors for the performance 

comparisons. Some properties of the data sets can be given as follows: the SS time series has the trend, the 

MDT time series includes the regular seasonality, H and S time series include the varying seasonality, DFT 

is a more stationary time series when comparing with the others, P data set contains the noise and the 
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outliers and WS and MT time series include both noise and seasonality. Each time series is divided into 

two distinct subsets as training and test set. The first 70% of all data sets except from P data set are selected 

as the training set, the remaining part are selected as test set. The rate of training set is adjusted as 90% in 

P dataset. The reason of this is to ensure that outliers located in the last time period are included in the 

training set. Here, training set is used to predict FTS models and test set is used to evaluate of the 

performance of predicted FTS models. For wavelet-based versions (WFTS), the decomposition level is 

calculated as 𝑟𝑜𝑢𝑛𝑑 (𝑙𝑜𝑔2(𝑛𝑡𝑒𝑠𝑡) (Where 𝑛𝑡𝑒𝑠𝑡 corresponds to the length of test set) and haar wavelet filter 

is used.  

 

The MODWT coefficients are given in Figure 3.  

 

 

 

 
Figure 3. MODWT coefficients for all data sets 
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Figure 3. (Continue) 
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Figure 3. (Continue) 

 

4.2. Evaluation Metrics 

 

The mean performances of all FTS models are evaluated by using four goodness of fit measures (GoFs) 

consisted of Mean Absolute Error (MAE), Root Mean Square Error (RMSE), Normalized Root Mean 

Square Error(NRMSE) and  Variance Account For (VAF). Their definitions are expressed as follows: 

 

𝑀𝐴𝐸 =
∑ |𝑦𝑖−�̂�𝑖|

𝑛
𝑖=1

𝑛
𝑥100    

 

(23) 

𝑅𝑀𝑆𝐸 = √
∑ (𝑦𝑖−�̂�𝑖)

2𝑛
𝑖=1

𝑛
   

 

(24) 

𝑁𝑅𝑀𝑆𝐸 =
𝑅𝑀𝑆𝐸

𝑦𝑚𝑎𝑥
 

 

(25) 

𝑉𝐴𝐹 = (1 −
𝑣𝑎𝑟(𝒀 −�̂� )

𝑣𝑎𝑟(𝒀)
)x100   (26) 

 

where 𝑦𝑖 is ith actual value, �̂�𝑖 is ith predicted value, n is the length of time series, 𝑦𝑚𝑎𝑥  is the maximum of 

actual values, and var indicates the variance. The small values of MAE, RMSE and NRMSE and high 

values of VAF denote the good performance. After GoF measures are calculated for each TFTS and WFTS, 

improvement percent (IP), indicating how much WFTS provides an improvement are calculated as follows:   

     

𝐼𝑃 = (1 −
𝐺𝑜𝐹𝑊𝐹𝑇𝑆

𝐺𝑜𝐹𝑇𝐹𝑇𝑆
) ∗ 100  . 

(27) 

 

4.3. Comparison Results  

 
In this section, the prediction and forecasting performances of three TFTS models based on FCM (FF), GK 

(GF) and FKM (FKF) clustering respectively [33-35] and of their wavelet-based versions (WFF, WGF, 

WFKF) are compared.  Figures 4 and 5 show the actual and predicted values for training and test sets, 

respectively.  
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Figure 4. Actual and predicted values for training sets 

 

 
 

Figure 5. Actual and predicted values for test sets 

 

When looking at the Figures 4 and 5, it can be seen that the predicted and forecasting values obtained from 

all FTS models exhibit the similar behavior with the actual values. The GoF measures calculated with aim 

of understanding better the difference between the performance of TFTS and WFTS models are given in 

Tables 2 and 3.     
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Table 2. GoF values for training sets 

GoF 

 

Model SS MDT MS DFB MT H WS P 

 

 

 

MAE 

FF 59.98 2.18 13.52 5.37 1.48 6.90 3.39 29.44 

GF 61.28 2.13 14.05 5.49 1.41 7.02 4.50 67.05 

FKF 59.38 2.38 13.04 5.43 1.46 7.09 3.21 2.50 

WFF 26.11 1.62 8.01 4.29 0.98 4.96 2.41 26.04 

WGF 27.95 1.52 7.73 4.12 0.96 4.74 2.25 37.52 

WFKF 31.88 1.63 8.37 4.33 0.99 4.98 2.50 1.80 

 

 

RMSE 

FF 71.13 2.79 17.68 6.80 1.92 8.75 4.46 121.00 

GF 71.48 2.71 17.95 6.83 1.81 8.78 5.46 244.03 

FKF 71.13 3.01 18.34 6.85 1.89 8.89 4.43 3.00 

WFF 33.94 2.06 11.34 5.28 1.30 6.38 3.38 58.43 

WGF 36.72 1.93 10.66 5.04 1.24 6.09 3.02 59.27 

WFKF 39.23 2.09 11.87 5.31 1.34 6.42 3.56 2.28 

 

NRMSE 

FF 0.17 0.11 0.07 0.10 0.05 0.09 0.11 0.12 

GF 0.17 0.10 0.08 0.10 0.05 0.09 0.13 0.24 

FKF 0.17 0.11 0.08 0.10 0.05 0.09 0.10 0.00 

WFF 0.08 0.08 0.05 0.08 0.03 0.07 0.08 0.06 

WGF 0.09 0.07 0.04 0.07 0.03 0.06 0.07 0.06 

WFKF 0.09 0.08 0.05 0.08 0.03 0.07 0.08 0.00 

 

 

VAF 

FF 10.40 53.34 78.53 7.68 93.34 74.02 14.55 -24763.52 

GF 10.21 56.46 78.23 8.40 94.02 75.86 2.19 -97573.92 

FKF 10.50 46.11 76.73 6.73 93.53 73.37 13.08 92.76 

WFF 79.62 74.56 91.05 44.39 96.92 86.09 49.39 -5730.03 

WGF 76.14 77.71 92.09 49.33 97.21 87.34 59.60 -6013.45 

WFKF 72.83 73.92 90.18 43.67 96.73 85.93 43.90 93.91 

 

When looking at the Table 2, it can be seen that MAE, RMSE and NRMSE values of WFTS models are 

smaller than those of TFTS models for all training sets. Besides, VAF values obtained from WFTF models 

are bigger than traditional ones. Thus, it can be said that WFTS models outperform than their traditional 

equivalents for the training sets. As mentioned before, P data set includes the outliers. FKF model is a 

method, which is robust against to outlier and noise data points. Therefore, FKF and WFKF models give 

the similar prediction result for P data set. Table 3 gives the GoF measures for test sets. 

 

Table 3. GoF values for test sets 
GoF Model SS MDT MS DFB MT H WS P 

 

 

 

MAE 

FF 221.68 2.16 17.03 6.64 1.55 6.24 3.12 36.41 

GF 217.95 2.04 16.12 6.90 1.40 6.26 4.37 98.50 

FKF 220.37 2.36 18.30 6.30 1.51 6.36 2.89 1.94 

WFF 157.07 1.50 12.52 4.48 1.06 4.64 2.07 22.08 

WGF 155.16 1.41 11.49 4.20 1.04 4.34 2.02 34.10 

WFKF 192.91 1.50 13.11 4.38 1.05 4.63 2.13 1.87 

 

 

RMSE 

FF 246.44 2.68 19.84 8.80 2.25 8.10 3.87 144.38 

GF 243.27 2.57 19.05 8.75 2.01 8.04 5.16 300.01 

FKF 245.75 2.91 21.32 8.30 2.19 8.05 3.69 2.80 

WFF 181.82 1.93 13.54 5.61 1.59 6.02 2.71 41.74 

WGF 180.04 1.81 12.42 5.23 1.59 5.76 2.60 50.27 

WFKF 218.84 1.94 14.32 5.60 1.63 6.05 2.79 3.05 

 

 

NRMSE 

FF 0.36 0.11 0.08 0.12 0.04 0.08 0.18 0.14 

GF 0.36 0.11 0.08 0.12 0.04 0.08 0.23 0.29 

FKF 0.36 0.12 0.08 0.11 0.04 0.08 0.17 0.003 

WFF 0.27 0.08 0.05 0.08 0.03 0.06 0.12 0.04 

WGF 0.26 0.08 0.05 0.07 0.03 0.06 0.12 0.05 

WFKF 0.32 0.08 0.06 0.08 0.03 0.06 0.13 0.002 

 

 

VAF 

FF 2.00 55.27 78.74 -17.90 90.91 74.43 18.09 -60342.02 

GF 1.25 58.97 82.66 -28.91 92.57 76.85 -0.36 -250312.31 

FKF 0.00 46.86 75.95 -9.54 91.41 75.23 18.46 77.52 

WFF 26.13 76.76 90.69 45.49 95.39 85.74 55.59 -5013.61 
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WGF 15.21 79.49 92.43 52.23 95.36 86.94 59.16 -7629.81 

WFKF 9.74 76.47 88.61 45.04 95.14 85.61 52.98 71.92 

 

From Table 3, it can be seen that all RMSE, MAE and NRMSE values of WFTS models are smaller than 

those of TFTS and the all VAF values of WFTS except from P data set are bigger than those of FTS. Thus, 

it can be easily said that WFTS models provide the best forecasting performances. The arithmetic means 

of NMRSE values of eight time series are calculated to compare mean success of WFTS and TFTS models.  

Figure 6 shows the arithmetic mean of NRMSE values. 

 

 

 
Figure 6. Arithmetic means of NRMSE values 

 

When looking at Figure 6, it is seen that the arithmetic means of WFTS models are smaller than those TFTS 

for both training and test sets.  From here, it can be concluded that the WFTS models improve the 

forecasting and prediction performance. With aim of testing this improvement is statistically significant or 

not, Wilcoxon Signed-Rank Test is performed. The test is only performed for MAE values since the similar 

results are also obtained for the other GoF measures. Table 4 gives the Wilcoxon Signed-Rank test results. 
 

Table 4. Wilcoxon Signed-Rank Test Results 
Data set Pairs Negative Rank  Positive Rank p-value 

 

Training 

WFF-FF 8 0 0.012 

WGF-GF 8 0 0.012 

WFKF-FKF 8 0 0.012 

 

Test  

WFF-FF 8 0 0.012 

WGF-GF 8 0 0.012 

WFKF-FKF 8 0 0.012 

 

In Table 4, the column of negative rank demonstrates the number of time series, which WFTS give the best 

performance. According to this, WFTS models outperform the TFTS models for all time series. When 

looking at the column of p-value, it can be seen that all p-values are smaller than 0.05. This means that the 

difference between performances of TFTS and of WFTS models are statistically significant and that WFTS 

models provide the significant improvement in prediction and forecasting. IP values are given in Table 5 

for MAE, RMSE and NRMSE.  
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Table 5. IP values for each data set 

 
GoF Pair SS MDT MS DFB MT H WS P Mean 

T
ra

in
in

g
 

MAE 

WFF/FF 56.47 24.40 40.75 20.11 33.78 28.12 28.91 11.55 30.51 

WGF/GF 54.39 29.38 44.98 24.95 31.91 32.48 50.00 44.04 39.02 

WFKF/FKF 46.31 29.33 35.81 20.26 32.19 29.76 22.12 28.00 30.47 

RMSE 

WFF/FF 52.28 26.16 35.86 22.35 32.29 27.09 24.22 51.71 34.00 

WGF/GF 48.63 28.78 40.61 26.21 31.49 30.64 44.69 75.71 40.85 

WFKF/FKF 44.85 30.56 35.28 22.48 29.10 27.78 19.64 24.00 29.21 

NRMSE 

WFF/FF 52.94 27.27 28.57 20.00 40.00 22.22 27.27 50.00 33.54 

WGF/GF 47.06 30.00 50.00 30.00 40.00 33.33 46.15 75.00 43.94 

WFKF/FKF 47.06 27.27 37.50 20.00 40.00 22.22 20.00 33.33 30.92 

T
es

t 

MAE 

WFF/FF 29.15 30.56 26.48 32.53 31.61 25.64 33.65 39.36 31.12 

WGF/GF 28.81 30.88 28.72 39.13 25.71 30.67 53.78 65.38 37.89 

WFKF/FKF 12.46 36.44 28.36 30.48 30.46 27.20 26.30 3.61 24.41 

RMSE 

WFF/FF 26.22 27.99 31.75 36.25 29.33 25.68 29.97 71.09 34.79 

WGF/GF 25.99 29.57 34.80 40.23 20.90 28.36 49.61 83.24 39.09 

WFKF/FKF 10.95 33.33 32.83 32.53 25.57 24.84 24.39 -8.93 21.94 

NRMSE 

WFF/FF 25.00 27.27 37.50 33.33 25.00 25.00 33.33 71.43 34.73 

WGF/GF 27.78 27.27 37.50 41.67 25.00 25.00 47.83 82.76 39.35 

WFKF/FKF 11.11 33.33 25.00 27.27 25.00 25.00 23.53 33.33 25.45 

 

As can be seen from Table 5, proposed method provides an improvement at least 29.21% in prediction and 

at least 21.94% in forecasting. It gives the highest improvement in GKF and the lowest in FKF. But, 

according to RMSE, it is found that FKF is more successful in forecasting of P time series since IP is ne 

negative number. 

 

5. CONCLUSIONS 

 

In this study, a hybrid time series prediction method is proposed based on decomposing the time series into 

subseries by MODWT and predicting an FTS model for each subseries separately. The major advantage of 

proposed model is that it has the ability to include the detail behavior of the time series to modeling process 

and it learns the fuzzy sets from time series itself. Thus, it is aimed that the performances of TFTS models 

based on fuzzy clustering are improved. To validate the efficiency of proposed method, three TFTS models 

(FF, GF, FKF) and their proposed versions (WFF, WGF, WFKF) are compared in terms of performance of 

prediction and forecasting. For performance comparisons, four GoF measures (MAE, RMSE, NRMSE and 

VAF) and eight real time series are used.  According to the results of the comparisons, it is concluded that  

 

- According to IP values, proposed method provides an improvement at least 29.21% in prediction 

and at least 21.94% in forecasting 

- According to Wilcoxon Signed-Rank test results, performance of proposed method is statistically 

significant in both the prediction and forecasting performances of TFTS models 

- Proposed method provides the highest improvement in GKF, the lowest in FKF.  

- Proposed method is also successful in the time series, having seasonality and containing outlier and 

noise. 

 

In this study, simple form of fuzzy time series models is studied. In the future works, high-order version of 

proposed method and FTS models based on other transformation techniques will be developed.   
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