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ARTICLE
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aFaculty of Science, Department of Statistics, Muğla Sıtkı Koçman University, Muğla, Turkey; bGraduate School of 
Natural and Applied Sciences, Statistics Program, Muğla Sıtkı Koçman University, Muğla, Turkey

ABSTRACT
One of the most important problems encountered in ceramic tile industry 
is defective product problem. Defective ceramics lead to loss of income 
and waste of resources in enterprises. However, it is generally unknown 
that which factors and production stages cause what kinds of defects. On 
the other hand, in the literature, the existing modelling studies usually 
consider the defects seen on industrial ceramics. The defect types of 
industrial ceramics and those of ceramic tiles are different. This article 
investigates the reasons behind the defect occurrences on ceramic tiles, 
along with a comparison between a logistic regression model and 
a Bayesian network model. The study shows that the Bayesian network 
model is more successful in estimating the defect types. The constructed 
Bayesian network model indicates that, in general, the high levels of the 
production band speed significantly increase the probabilities of all kinds 
of defects except the deformation defect. Additionally, the high densities 
of the glaze also increase the occurrence levels of the defects except the 
deformation defect. Similarly, the high levels of the engobe weight and 
the engobe density are also among the factors increasing the defect 
occurrences.
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Introduction

One of the most important problems encountered in the production of ceramic tiles is defective 
product problem. The defects, which negatively affect the quality of the ceramics, also cause loss of 
raw materials, time, and income in enterprises. However, it is not possible to prevent the product 
defects completely, because it is not definitely known that at what stage and for what reason the 
defects occur. Thus, defective ceramics lead to loss of income and waste of the resources in 
enterprises. An important step in prevention of the ceramic defects is to determine the production 
stages and conditions causing the defects.

There are various studies in the literature concerning the quality and the defects of industrial 
ceramics. Agarwal and Rao (2005) conducted a study on the estimation of the surface quality in 
ceramic sharpening. They focused on the surface quality parameters and the surface roughness. 
They aimed to create a model for the estimation of the surface roughness. It is emphasised that the 
existing models are inadequate and not used in practice. In addition, it is stated that many variables 
that are affected by the process are nonlinear, interdependent, or difficult to measure, making the 
modelling process difficult. The ceramic sharpening model was designed in accordance with the 
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stochastic nature of the sharpening process, the random geometries, and the distributions of the 
cutting edges. The theoretical results of the model have been shown to be compatible with the 
experimental results. Chen et al. (2011) created a simplified thermochemical model, and issued 
environmental stress distribution rules at the boundary of contact between the ceramic shell and 
patterns. They also introduced the environmental stress variation rule. Everhart et al. (2012) worked 
on ageing-based injury and developed a three-dimensional nonlinear model to try to predict 
cracking in the ceramic during wax removal. According to the results of the study, it is stated that 
ageing should be done over the glass transition temperature for a minimum of 24 hours. Everhart 
et al. (2013) later proposed a static displacement-controlled modelling method for estimating the 
defeat stress in the corner areas of the ceramic shell. The model analyzes the effect of shell porosity 
on stress on sharp edges. Various experimental studies have also been conducted to examine the 
deformation in the ceramic shell. Among these studies, Jiang and Liu (2004) examined the dimen-
sional changes in the shell samples for different conditions. Wereszczak et al. (2002) compared the 
creep decay in two ceramic shells and characterised the decay. In another study, regarding deforma-
tion in ceramic shell, Jin et al. (2017) adopted a Bayesian network approach. According to the results 
given by the Bayesian model, the most important factor causing deformation on industrial ceramic 
shells appeared to be dimensional expansion, while the most important factor leading to dimen-
sional expansion was found to be firing temperature.

In another study on estimating the wear of ceramics in industrial use, Marshall et al. (1982) 
developed a model using the progression of lateral cracks. Kim et al. (1986) proposed the contact 
severity index and stated that by defining the wear modes under different contact severity, the 
surface strength of the material and the tendency to fracture based on the applied stress can be 
estimated. The stress crack model, developed by Wang and Hsu (1996), focuses on the formation of 
cracking mechanisms, and explains the ceramic wear. A concept, which is based on energy balance, 
is used in the model and the equation of wear is obtained. Ting and Winer (1989) have proposed 
a thermochemical model and used the thermal stresses from friction to calculate the total stress. 
Kong and Ashby (1992) proposed to evaluate both bulk temperature and flash temperature in 
defining ceramic wear. Hsu and Shen (2004) described the ceramic wear as the microstructure, the 
grain shape, the size of the ceramic, the grain boundary strength, and a complex function of 
operating conditions. In a study evaluating various deterioration parameters in industrial ceramic 
production, Liu et al. (2019) proposed the Permafrost Analysis Method (PAM) for the analysis of 
deformation in the ceramic shells during the firing process. By comparing the simulation-based and 
the experimental results, they concluded that the PAM method predicted the deformations occur-
ring in the ceramic shells with high accuracy.

In the literature, there are also studies concerning the detection of the defects on ceramic tiles 
Younas et al. (2022) suggested a novel approach for detecting the ceramic tile cracks based on image 
processing and morphological operation. They report an accuracy level of 92%. In another study by 
Wang et al. (2022), however, they developed an algorithm called the Concatenated Network Fusion 
Algorithm (CNFA) to improve the detection accuracy of surface defects on ceramic tiles. They report 
that their algorithm has an accuracy rate of 98.02%, which is 13% more than other algorithms. 
Hanzaei et al. (2017) used a support vector machine classifier to develop an automatic defect-type 
detection algorithm on ceramic tiles. They compared the results of the support vector machine 
classifier with the results of an artificial neural network model that they built. They suggest that the 
support vector machine classifier that they proposed performed better than the artificial neural 
network. In another study by Li et al. (2021), they used YOLOv3 algorithm to detect six kinds of tile 
defects and they analysed the experimental results they obtained. Wan et al. (2022), however, 
suggested a deep learning method for ceramic tile surface defect detection, based on the improved 
YOLOv5s network architecture. They point out that their improved model can localise and identify 
the defects with an accuracy rate of 94.27%. Additionally, Stephen et al. (2021), suggested a machine 
learning model, which is based on a convolutional neural network architecture, to detect the surface 
defects on ceramic tiles. They remark that their model achieved an approximate classification 
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accuracy of 0.9943. Also, Ighe et al. (2021) proposed an optimised quality control approach for 
ceramic tiles produced in smaller businesses. They used digital image processing to inspect the 
dimensions, flatness, and other design defects on ceramics. Similarly, Dong et al. (2022) developed 
a rapid detection method especially for the surface defects on small mosaic type of ceramic tiles.

Research gap and motivation of the study

When the studies in the literature concerning ceramics are examined, it is seen that a significant part 
of the modelling studies focus mostly on deformation defect occurring on industrial ceramics and 
defect detection through different methods. Moreover, there is no study concerning the reasons 
behind the defect occurrences for different defect types on ceramic tiles and using a machine 
learning method. However, in addition to the deformation defect, there are other types of defects 
that are considerably important in the production of ceramic tiles. For example, while discoloration 
defect may not affect the quality of industrial ceramics very drastically, it is a very serious problem for 
ceramic tiles, which reduces the quality. In another example, industrial ceramics may need to be 
produced to withstand extreme temperatures for purposes such as coating the interior of industrial 
kilns; however, ceramic tiles are not expected to be resistant to such extreme temperatures.

Prices of ceramic tiles are determined by considering the types of the defects on the products. The 
products having defects are sold in the market as low-quality tiles for lower prices, which means loss 
of income for tile producers. From another point of view, the defects also mean waste of the raw 
materials, the energy, and time in enterprises.

Thus, the aim of this study is to provide an analysis and suggestions to prevent the defects on 
the ceramic tiles by examining the production conditions and the stages that cause various types 
of defects. The analysis also includes a comparison and a selection process between 
a conventionally used model, logistic regression; and a comparatively new modelling approach, 
Bayesian networks.

Materials and methods

Logistic regression

Logistic regression and linear regression are similar. The main goal is to fit a straight line in both. In 
linear regression, the fitted straight line is used to construct a functional relationship between the 
explanatory and the dependent variables. In logistic regression, however, the fitted line is used to 
separate the variables in the data using a logistic function. Thus, while the value of the continuous 
dependent variable is predicted in linear regression, the values of categorical variables are predicted 
in logistic regression. Logistic regression can also be defined as a classification algorithm used to 
assign observations to discrete set of classes. The simple form of the logistic regression is the case 
where the dependent variable is dichotomous. This type of logistic regression is called binary logistic 
regression. When there are multiple explanatory variables in a data set, the probability of the 
outcome occurrences is estimated with the following equation. 

P Yð Þ ¼
1

1þ e� β0þβ1X1þβ2X2þ...þβnXnþεið Þ
(1) 

The ratio P Yð Þ given in Equation (1) models the probability of an outcome based on individual 
characteristics. However, what is really modelled is the logarithm of the probability presented in the 
following equation. 

log
P Yð Þ

1 � P Yð Þ

� �

¼ β0 þ β1X1 þ β2X2 þ . . .þ βnXn þ εi (2) 

For detailed information about logistic regression, Hosmer et al. (2013) can be referred.
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Logistic regression is a model, which has been used conventionally for classification of multiple 
explanatory variables. However, because it is an additive model, it has some restrictions such as, only 
the relations between the dependent and explanatory variables can be considered and any possible 
relations among the explanatory variables cannot be examined. This problem can be exceeded by 
using a non-additive model like a Bayesian network, in which it is possible to observe the relations 
between the independent variable and the explanatory variables, as well as the multilateral relations 
among the explanatory variables.

Bayesian networks

Bayesian network is a type of machine learning, which is a branch of artificial intelligence. The main 
idea of Bayesian networks is to reflect the conditional probabilistic relations of the variables to 
a graphical model. Bayesian networks, which were first introduced by Pearl (1985), have two main 
parts as the graphical and the probabilistic structures. The graphical structure of the Bayesian 
networks is based on a visual architecture called directed acyclic graph (DAG). The structure of 
a DAG consists of nodes and directed arrows (edges), which connect the nodes. The nodes represent 
the variables, and the arrows indicate the conditional probabilistic relations among the nodes. 
Estimations of the conditional probabilistic relations in Bayesian networks are obtained by creating 
tables called conditional probability tables (CPT), which form the probabilistic structure of the 
Bayesian networks.

The term acyclic in the name of the DAG structure means that the path of an arrow directed from 
any node, must not allow returning to the same node. A node from which an arrow is directed to 
another node is called the parent node; and the node the arrow arrives is called the child node. 
Moreover, nodes having no parent nodes are called root nodes, and nodes having no child nodes are 
called leaf nodes. An example of a Bayesian network structure is given in Figure 1.

The Bayesian network in Figure 1 consists of six nodes with the titles A, B, C, D, E, and F. For 
example, node A is the parent node of nodes E, B, and C, whereas nodes B, F, and D are the child 
nodes of node C. Node A is a root node because it does not have any parent node and node D is 
a leaf node because it does not have any child node.

The composite probability function of a Bayesian network can be given as follows. 

PB X1; . . . ; Xnð Þ ¼
Yn

i¼1
PB Xin�Xið Þ (3) 

where B denotes the Bayesian network, Xi the nodes in the network, and n the number of nodes in 
the network. The first step in the construction of Bayesian networks is to determine the approach to 
be used to form its graphical structure. There are two approaches to determining the network 
structure of the Bayesian networks. The first approach is based on expert opinion. In this kind of 
approach, the dependency relations among the variables are considered and the directions of the 
arrows are manually determined by experts. The parent–child relations that are established using 
this approach are within the scope of cause−effect relationship. Therefore, these kinds of networks 

Figure 1. Bayesian network.
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are called causal Bayesian networks. According to the second approach, the creation of the network 
structure is carried out with various algorithms applied to the data set. In this way, the structure of 
the network is created based on structure learning. In Bayesian networks, which are created with 
algorithms based on structure learning, directions of arrows indicate probabilistic dependences. 
However, they may not indicate cause–effect relationships. Such networks are called Bayesian 
networks based on structure learning.

Causal Bayesian networks
Causal Bayesian networks are constructed within the framework of expert opinions. The causal 
Bayesian network structure is advantageous in that, it enables visual expressions of cause–effect 
relationships among the variables. In this way, the analyses performed using the network become 
more explanatory by giving results within the framework of causality. However, as the number of the 
variables increases in some applications, the number of the relationships that need to be established 
manually increases too. Then, construction of causal Bayesian networks becomes difficult. This is the 
most important disadvantage of the causal Bayesian networks.

Bayesian networks based on structure learning
The second approach, which is called structure learning, constructs Bayesian networks by forming 
the network structure using various algorithms with the help of a data set. There are various 
structure learning methods, which can be generally grouped as score-based, constraint-based, and 
hybrid methods.

Score-based methods. Score-based methods form the structure of a Bayesian network by forming 
many candidate networks at the beginning. Then, using some scoring functions, they choose the 
network structure with the highest score. There are various suggested scoring functions in the 
literature. Among these functions, Cooper and Herskovits (1992) suggested the K2 score. The K2 
algorithm is one of the first algorithms used to create Bayesian networks. Another one is the Bayesian 
Dirichlet (BD) score, which was suggested by Heckerman et al. (1995). BD score is obtained by 
additional assumptions on likelihood, equivalence, and probability regarding the structure. The most 
frequently used scoring functions are Log-Likelihood (LL) by Heckerman et al. (1995), Akaike 
Information Criterion (AIC) by Akaike (1973), and Bayes Information Criterion (BIC) by Schwarz (1978).

Let B denote a Bayesian network, let Bj j denote the number of parameters in the network, let T 
denote the data set, and let f Nð Þ be a nonnegative penalty function. Then, LL scoring function can be 
given as follows. 

LL ¼ BnTð Þ ¼
Xn

i¼1

Xqi

j¼1

Xri

k¼1
Nijklog

Nijk

Nij

� �

(4) 

where n denotes the number of nodes in the network; qi, the number of possible configurations in 
the network; ri, the number of levels in the node Xi; Nijk , the total number of observations, and Nij, the 
number of instances in the data T:
Let φ be a scoring function, which is given as follows. 

φ BnTð Þ ¼ LL BnTð Þ � f Nð Þ Bj j (5) 

When f Nð Þ ¼ 1 in Equation (5), AIC scoring function is obtained as follows. 

AIC BnTð Þ ¼ LL BnTð Þ � Bj j (6) 

If f Nð Þ ¼ 1=2 log Nð Þ in Equation (5), BIC scoring function can be calculated as follows. 

BIC BnTð Þ ¼ LL BnTð Þ � 1=2log Nð Þ Bj j (7) 
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Constraint-based methods. Verma and Pearl (1990) proposed the fundamentals of the constraint- 
based methods. When estimating a Bayesian network structure, constraint-based methods begin 
with a complete graphical form. After performing some conditional independence tests among the 
nodes, the arrows among the nodes that do not have any conditional probability relations, are 
eliminated According to Triantafillou et al. (2014), the constraint-based methods have two disad-
vantages. The first is that the application time increases exponentially with the number of variables 
and the other is that their reliability is low. This is because small changes in input can create large 
changes in the structure of the Bayesian networks and cause errors in independence tests. Some 
examples of constraint-based methods can be given as Max-Min Parents, and Children (MMPC) 
algorithm developed by Tsamardinos et al. (2006), Grow Shrink (GS) algorithm by Margaritis (2003), 
Fast Incremental Association Markov Blanket (Fast-IAMB) algorithm by Yaramakala and Margaritis 
(2005), Inter-Leaved IAMBD (Inter-IAMBD) algorithm by Tsamardinos et al. (2003), and Peter-Clark 
(PC) algorithm by Spirtes and Glymour (1991).

Hybrid methods. Hybrid methods combine the properties of the constraint-based methods and the 
score-based methods in learning Bayesian network structure. The first step of the hybrid methods is 
the same as the constraint-based methods, and in this step, the structures of the Bayesian networks 
are created using independence tests. In the second step, the scoring functions are applied to the 
network structures created in the first step. In the literature, there are many studies suggesting 
various hybrid methods to build Bayesian networks, such as Singh and Valtorta (1995), who devel-
oped a hybrid learning method that integrates the conditional independence tests and expert- 
opinion-based network structures. Dash and Druzdzel (1999), on the other hand, proposed a method 
based on scoring with a Bayesian metric, after searching the area consisting of equivalent classes of 
basic graphs and using conventional heuristic constraint-based algorithms. Acid and De Campos 
(2001) developed a scoring-metric based on contradictions and an intuitive search strategy that 
emphasises model complexity and accuracy. Tsamardinos et al. (2006) introduced the Max-Min Hill 
Climbing (MMHC) algorithm. This algorithm combines the score-based and the constraint-based 
methods. Another hybrid method. The Separation and Reunion (SAR) algorithm, was developed by 
Liu et al. (2017). The algorithm decomposes the undirected independent plots for a full set of nodes 
in the separation phase. Then, it applies a score-based method to build a DAG structure.

Results and discussion

Data and variables

The data were taken from a private ceramic factory. The data were derived from the quality control 
records kept in the factory by the quality control department. A data set including 1000 cases, which 
belong to the defective ceramics, were used. Among these defective ceramics, 70 burr, 114 crack, 64 
drip, 74 deformation, 134 pinhole, 67 pitting, 79 glaze blistering, 122 colour tone, 64 black spot, 72 
plucking, 58 tear, and 82 surface defects were observed. The research includes 14 variables deter-
mined by the expert opinion as the factors of production that are likely to affect the defect 
occurrences on ceramic tiles. These variables are size, glaze density, band speed, press surface 
moisture, glaze weight, engobe weight, engobe density, clay type, printing colour, drying tempera-
ture, firing time, firing temperature, post-drying moisture, and shift variables. In addition to these 
variables, there is another variable named defect type, which represents the 12 different defect types 
observed on ceramic tiles. These defect types are burr, crack, drip, deformation, pinhole, pitting, 
glaze blistering, colour tone, black spot, plucking, tear, and surface defect. In this study, the effects of 
the 14 variables on the defect type variable were examined.

With the help of the expert opinion, the levels of the numerical variables, which are glaze density, 
band speed, press surface moisture, glaze weight, engobe weight, engobe density, drying tempera-
ture, firing time, firing temperature, and post-drying moisture, were formed by dividing their 

6 V. SEVİNÇ AND M. M. KIRCA



observations into two or three categories. The levels of the categorical variables size, clay type, 
printing colour, shift, and defect type, however, were formed by their own categories.

Glaze is a substance that is applied on ceramic tiles to add shine; and engobe, which can be 
defined as a layer between clay and glaze, plays a role in hiding the colour of the underlying clay. The 
variables used in this study are listed in Table 1 with their descriptions, levels, and units of 
measurement.

The constructed logistic regression model

The logistic regression model was built by using the 15 variables presented in Table 1. Weka software 
(Frank et al., 2021) was employed to construct the logistic regression model of the defect type 
variable on the independent variables glaze density, band speed, press surface moisture, glaze 
weight, engobe weight, engobe density, clay type, printing colour, drying temperature, firing time, 
firing temperature, post-drying moisture, and shift. Receiver operating characteristic (ROC) curves 
can be used to measure the estimation performances of the constructed models (Hand, 1997). Area 
under the curve (AUC) value, which can be defined as the area under the ROC curve, is a score 
ranging from zero to one. If the AUC value is one, the estimation is error-free. The estimation 
performance of the logistic regression model, for each type of defect, is presented in Table 2 with 
the corresponding AUC scores sorted in a descending order.

When the AUC scores in Table 2 are examined, it is seen that the logistic regression model 
estimated the probability of the deformation defect occurrence with the highest rate of 67%. The 
probabilities of the glaze blistering and the drip defects were estimated with the second highest 
success level of 63% for each. The colour tone defect and the surface defect, however, are the least 
successfully estimated defect types with the rates of 48% and 46%, respectively.

The constructed Bayesian network model

To examine the relationships among the factors, the materials, the ceramic types, and the ceramic 
defect types, three different Bayesian network models were built in GeNIe (Druzdzel & Sowinski,  
2019) software applying Bayesian Search, Peter-Clark, and Greedy Thick Thinning algorithms. The 
parameter settings of the experimented algorithms are presented in Table 3.

Model selection can be made with the LL values given by Equation (4). The algorithms experi-
mented and the corresponding LL values are given in Table 4.

In Table 4, it is seen that −7340.11 is the largest LL value, which belongs to Bayesian Search 
algorithm. Thus, the Bayesian network estimated by the Bayesian Search algorithm was selected as 
the model to be used in the analysis. The Bayesian network model, which was constructed with the 
help of GeNIe (Druzdzel & Sowinski, 2019) software, was rearranged in Netica (Norsys Software Corp,  
2019) software and given in Figure 2. The scores behind the bars are percentages, which show the 
probabilities of the corresponding levels.

To evaluate the estimation performance of the constructed Bayesian network for each type of 
defect, the calculated AUC scores are presented in Table 5 in a descending order.

Given the AUC scores in Table 5, the constructed Bayesian network model estimated the crack, the 
pinhole, and the colour tone defects with the highest probability of 0.86 for each. The next most 
accurate estimate belongs to the glaze blistering defect with a success rate of 0.83. The third most 
successful estimate, however, was made for both the plucking defect and the surface defect with a rate 
of 0.82 for each. The pitting defect, however, was the least accurately estimated type of defect with the 
lowest probability of 0.77. In general, it is possible to conclude that the performance of the Bayesian 
network model in estimating the defect types is at a satisfactory level for each of the defect types.

To make a comparison between the estimation performances of the constructed Bayesian net-
work and the logistic regression models, the AUC scores of both models are presented side by side in 
Table 6.

JOURNAL OF EXPERIMENTAL & THEORETICAL ARTIFICIAL INTELLIGENCE 7



When the AUC scores presented in Table 6 are examined, it is possible to see that the AUC scores 
of the Bayesian network model are considerably higher than the ones of the logistic regression 
model for all defect types. Thus, it is possible to conclude that the Bayesian network model 
performed quite better than the logistic regression model in estimating the probabilities of the 
defect types.

The most important thing to consider when comparing Bayesian network and logistic regression 
models is that the Bayesian network is a graphical model, while the logistic regression model is an 
additive model. Therefore, both models work with different estimation mechanisms compared to 
each other. Due to its additive mechanism, logistic regression generates an estimate for the 

Table 1. Variables used in the study, their descriptions, and levels.

Variable Description Levels

Size Indicates the two types of the ceramic tiles Wall tile 
Floor tile

Glaze Density Indicates the density of the glaze substance on the 
ceramic tiles (g/l)

0-1780 
1780–1800 

1800 and over

Low 
Moderate 

High
Band Speed Indicates the number of ceramic tiles passing on 

the production band per minute (number/min)
0-50 

50 and over
Low 
High

Press Surface Moisture Indicates the amount of moisture at the surface of 
the press during the pressing process (%)

0–0.05 
0.05–0.06 

0.06 and over

Low 
Moderate 

High
Glaze Weight Indicates the weight of the glaze substance on the 

ceramic tiles (g)
0-64 

64-80 
80 and over

Low 
Moderate 

High
Engobe Weight Indicates the weight of the engobe substance on 

the ceramic tiles (g)
0-65 

65-70 
70 and over

Low 
Moderate 

High
Engobe Density Indicates the density of the engobe substance on 

the ceramic tiles (g/l)
0-1760 

1760–1810 
1810 and over

Low 
Moderate 

High
Clay Type Indicates the two different clay types used in the 

production
Dry grinding 

Spray
Printing Color Indicates the two main printing color types used 

to color the ceramic tiles
Light coloured 
Dark coloured

Drying Temperature Indicates the temperature that the ceramic tiles 
are subjected to during the drying process (°C)

0-255 
255-267 

267 and over

Low 
Moderate 

High
Firing Time Indicates the duration of time when the ceramic 

tiles are kept in the kiln during the firing process 
(min)

0-40 
40 and over

Low 
High

Firing Temperature Indicates the temperature that the ceramic tiles 
are subjected to in the kiln during the firing 
process (°C)

0-1118 
1118–1124 

1124 and over

Low 
Moderate 

High
Post-Drying Moisture Indicates the percentage of the moisture in the 

ceramic tiles after leaving the drying unit (%)
0–0.40 

0.40–0.55 
0.55–0.80

Low 
Moderate 

High
Shift Indicates the shift hours in the factory 16:00-24:00 

24:00-08:00 
08:00-16:00

Defect Type Indicates the 12 defect types observed on the 
ceramic tiles

Burr 
Crack 
Drip 

Deformation 
Pinhole 
Pitting 

Glaze blistering 
Color tone 
Black spot 
Plucking 

Tear 
Surface defect
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dependent variable by calculating the sum of the corresponding explanatory variables, which are 
reduced to the minimum number until they become independent from each other, and the 
coefficients of these variables determined by various methods. Thus, when estimating with the 
logistic regression model, it is assumed that the independent explanatory variables do not affect 
each other, but only the dependent variable. Because of this requirement, it is obvious that this 
estimation mechanism cannot produce very good results for situations where explanatory variables 
also interact with each other. In Bayesian networks, there are no assumptions on explanatory 
variables such as being independent of each other or being as few as possible. For instance, in our 
article concerning the defects on the ceramic tiles, the size and engobe weight variables are clearly 
dependent because as the ceramic size increases, the engobe weight that must be used will increase. 
Still, it is not a problem to include these two variables in the Bayesian network model and to estimate 
the probability of failure on ceramic tiles with the help of these variables. This feature is one of the 
most important advantages of Bayesian networks over the logistic regression model. In addition, 
unlike the logistic regression, distributional assumptions are not required in Bayesian network 
models. Moreover, once a logistic regression model has been constructed, the addition or extraction 
of an explanatory variable may endanger the significance of the model. On the other hand, this 
process usually does not lead to drastic changes in a Bayesian network model. Furthermore, unlike 
the logistic regression model, the Bayesian network model also has the superiority of examining the 

Table 2. The AUC scores of the con-
structed logistic regression model.

Defect type AUC Scores

Deformation 0.67
Glaze blistering 0.63
Drip 0.63
Pinhole 0.62
Plucking 0.62
Tear 0.60
Black spot 0.58
Crack 0.53
Burr 0.52
Pitting 0.51
Color tone 0.48
Surface defect 0.46

Table 3. The parameter settings of the Bayesian network algorithms.

Bayesian Search Peter-Clark Greedy Thick Thinning

Discrete threshold 20 20 20
Maximum parent count 8 - 8
Maximum adjacency size - 8 -
Iterations 20 - -
Significance threshold - 0.05 -
Sample size 50 - -
Seed 0 - -
Link probability 0.1 - -
Prior link probability 0.001 - -
Maximum time (seconds) 0 0 -

Table 4. Log-likelihood (LL) values.

Algorithm Log-Likelihood (LL)

Bayesian Search −7340.11
Peter-Clark −7705.80
Greedy Thick Thinning −8246.99
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bilateral or multilateral dependencies among the variables simultaneously, which allows a more 
complex analysis.

As for the disadvantages of Bayesian network models, the most important disadvantage of 
Bayesian network models against logistic regression models is that there is not a generally accepted 
standard approach to the creation of Bayesian network models. In addition, the construction of 
Bayesian network models is more difficult than the construction of logistic regression models. 
However, due to their less complex structures, logistic regression models are easier to build and 
interpret compared to Bayesian networks

Sensitivity analysis

Entropy, which is commonly used in information theory, was introduced by Shannon (1948). In 
Bayesian networks, it is possible to perform a sensitivity analysis to determine to what extent the 
levels of any variable are affected by the change in the levels of other variables. Entropy score, which 
shows the irregularity of a system, can be used for sensitivity analysis. With the help of entropy score, 
it is possible to see how likely an unexpected situation will occur in a system.

Let X be a discrete random variable with possible values x1; . . . ; xn and P Xð Þ be its probability 
mass function. Then, entropy score H Xð Þ can be calculated with the following equation. 

H xð Þ ¼ �
Xn

i¼1
P xið ÞlogbPðxi (8) 

Table 5. The AUC scores of the con-
structed Bayesian network model.

Defect type AUC Scores

Crack 0.86
Pinhole 0.86
Colour tone 0.86
Glaze blistering 0.83
Plucking 0.82
Surface defect 0.82
Burr 0.81
Deformation 0.81
Drip 0.80
Black spot 0.80
Tear 0.79
Pitting 0.77

Table 6. AUC scores of the Bayesian network model and the logistic regression model.

AUC Scores

Defect type The Bayesian network model The logistic regression model

Crack 0.86 0.53
Pinhole 0.86 0.62
Colour tone 0.86 0.48
Glaze blistering 0.83 0.63
Plucking 0.82 0.62
Surface defect 0.82 0.46
Burr 0.81 0.52
Deformation 0.81 0.67
Drip 0.80 0.63
Black spot 0.80 0.58
Tear 0.79 0.60
Pitting 0.77 0.51
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where b is the base of the logarithm that is used? The entropy scores for the levels of the defect type 
variable with respect to the other variables are given in Table 7.

Table 7 presents the factors causing various defects on the ceramic tiles and the corresponding 
entropy scores sorted in a descending order. According to the entropy values, the defects on the 
ceramic tiles are mostly affected by the firing temperature. The second most effective factor appears 
to be the drying temperature, while the third important factor is emerging as the press surface 
moisture. The finding that the firing temperature is the most effective factor causing the defects is in 
accordance with the finding by Jin et al. (2017) that the most important factor leading to shell 
deformation on industrial ceramics is firing temperature.

Analyses regarding the defect types

To find the most likely causes that lead to an increase in a defect type, first, the related defect type 
should be selected on the Bayesian network as evidence by marking it. Then, the corresponding 
conditional probabilities of the factor levels, which are calculated by the Bayesian network, are 
examined and the ones with the highest probabilities are recorded as the most likely production 
settings that cause the defect type under consideration.

To find the suggested production settings that decrease the occurrence probability of a certain 
defect type, however, it is reasonable to select and try the other settings of the most likely factors 
causing the related defect. For instance, if the most likely cause of a certain defect type appears to be 
the high levels of a production factor, then the low or moderate levels of this production factor 
should be tried by selecting and marking them on the Bayesian network as evidence, respectively. 
Afterwards, the occurrence probability of the defect type, which is calculated by the Bayesian 
network, should be examined. Finally, the production factor level causing the smallest defect 
probability can be suggested as the optimal production setting for the defect type under 
consideration.

The most likely causes and the suggested production settings, which were provided by the 
estimated Bayesian network model for all types of defects, are presented briefly in Table 8.

In addition, some factors that are not included in Table 8 but are also effective in the occurrence 
of some defects and some remarkable results from the analyses are given for each defect type in the 
following paragraphs.

It is evident that the probability of the burr defect occurrence increases also when the engobe 
weights are at the medium levels and the engobe densities are at the high levels. Additionally, the 
burr defect is more commonly seen on the light-coloured ceramics and the ceramics being produced 
using spray type of clay.

Table 7. The entropy scores of the factors 
causing the defects on the ceramic tiles.

Variables Entropy

Firing Temperature 0.03670
Drying Temperature 0.03549
Press Surface Moisture 0.03372
Post-Drying Moisture 0.03303
Printing Color 0.01940
Glaze Density 0.01325
Firing Time 0.01285
Size 0.01059
Glaze Weight 0.00869
Band Speed 0.00862
Engobe Density 0.00822
Clay Type 0.00753
Engobe Weight 0.00748
Shift 0.00006
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The crack defect is the third most common type of defect observed on the ceramic tiles. The high 
levels of the glaze weight variable were also determined to be among the factors increasing the 
occurrence of the crack defect. On the contrary, the low levels of the press surface moisture and the 
moderate levels of the engobe weight seem to be increasing the emergence of this defect type. In 
addition, the crack defect is more likely to occur on the light-coloured ceramics. Likewise, when the 
spray type of clay is used, the risk of the crack defect occurrence increases.

The analysis results suggest that the medium levels of the firing and the drying temperatures also 
play a role in increasing the drip defect occurrences. Unlike the other defect types, the drip defect is 
more likely to occur at the low levels of the glaze weight. Moreover, unlike the burr and the crack 
defects, the drip defect is also more likely to be observed when dry grinding type of clay is used. On 
the other hand, it appears that the drip defect is more frequently seen on the light-coloured ceramic 
tiles, just like the burr and the crack defects.

The low levels of the engobe density and the press surface moisture also appear to increase the 
deformation defect occurrence. It is also observed that the deformation defect is more likely to occur 
on the light-coloured tiles.

When the analysis results regarding the pinhole defect are examined, it is possible to say that 
pinhole is the most common defect type observed on the ceramic tiles. In addition, the pinhole 
defect is observed more frequently at the low levels of the post-drying moisture factor. Another 
remarkable result is that the pinhole defect tends to occur at approximately equal rates, when the 
tiles are produced using dry grinding or spray type of clay.

Table 8. The most likely causes of the defects and the suggested settings.

Defect type Most likely causes Suggested settings

Burr The high levels of the firing temperature (47.5%) 0–1118°C (the low levels)
The high levels of the press surface moisture (45.9%) 0–0.05 (the low levels)
The low levels of the post-drying moisture (37.8%) 0.55–0.80 (the high levels)

Crack The high levels of the firing time (69.8%) 0–40 min (the low levels)
The high levels of the firing temperature (59.8%) 0–1118°C (the low levels)
The high levels of the post-drying moisture (48.5%) 0–0.40 (the low levels)

Drip The high levels of the firing time (53.1%) 0–0.40 min (the low levels)
The moderate levels of the engobe weight (51.8%) 70 g and over (the high levels)
The moderate levels of the press surface moisture (50%) 0.06 and over (the high levels)

Deformation The high levels of the firing temperature (65.7%) 0–1118°C (the low levels)
The low levels of the firing time (50.4%) 40 min and more (the high levels)
The low levels of the glaze density (44.6%) 1780–1800 g/l (the moderate levels)

Pinhole The high levels of the firing time (63.2%) 0–40 min (the low levels)
The high levels of the drying temperature (59.8%) 0–255°C (the low levels)
The moderate levels of the engobe weight (48.1%). 70 g and over (the high levels)

Pitting The high levels of the firing time (64.9%) 0–40 min (the low levels)
The high levels of the firing temperature (48.8%) 1118–1124°C (the moderate levels)
The low levels of the engobe weight (46.7%) 70 g and over (the high levels)

Glaze blistering The high levels of the firing time (59.6%) 0–40 min (the low levels)
The moderate levels of the engobe weight (48.9%) 70 g and over (the high levels)
The high levels of the engobe density (44.1%) 0–1760 g (the low levels)

Color tone The high levels of the firing time (65.6%) 0–40 min (the low levels)
The high levels of the firing temperature (50.4%) 1118–1124°C (the moderate levels)
The moderate levels of the drying temperature (44.9%) 267°C and over (the high levels)

Black spot The high levels of the firing time (57.8%) 0–40 min (the low levels)
The moderate levels of the engobe weight (47.6%) 70 g and over (the high levels)
The high levels of the firing temperature (45.2%) 0–1118°C (the low levels)

Plucking The high levels of the firing temperature (57.6%) 1118–1124°C (the moderate levels)
The high levels of the press surface moisture (57.6%) 0–0.05 (the low levels)
The high levels of the firing time (54.2%) 0–40 min (the low levels)

Tear The moderate levels of the engobe weight (51.9%) 70 g and over (the high levels)
The low levels of the firing time (50.6%) 40 min and over (the high levels)
The high levels of the engobe density (46.1%) 0–1760 g/l (the low levels)

Surface defect The high levels of the firing time (67.6%) 0–40 min (the low levels)
The firing temperature (54.3%) 0–1118°C (the low levels)
The moderate levels of the engobe weight (44.5%) 0–65 g (the low levels)
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It appears that keeping the post-drying moisture at the low levels slightly increases the prob-
ability of the pitting defect occurrence. Like the pinhole defect, the pitting defect occurs with 
approximately equal probabilities, when dry grinding or spray type of clay is used during the 
production.

Unlike the other defect types, the glaze blistering defect is the only defect type that is more likely 
to be observed on the dark coloured ceramic tiles. Moreover, the glaze blistering defect is also 
among the defect types that occur approximately equally in the use of dry grinding or spray type of 
clay.

According to the results of the analysis, the colour tone defect is the second most common defect 
type occurring on the ceramic tiles. The low levels of the post-drying moisture, the engobe density, 
and the engobe weight also increase the colour tone defect. Additionally, the colour tone defect is 
more likely to occur on the light-coloured ceramic tiles.

Considering the factors leading to the black spot defect, it appears that also the press surface 
moisture and the engobe density variables have increasing effects on the occurrence of this defect 
type. However, unlike the other defect types, it turns out that the low levels of any variables do not 
lead to a black spot defect. It is also seen the black spot defect is more likely to be observed on the 
light-coloured ceramics.

The high levels of the glaze weight and the drying temperature factors are among the causes 
increasing the probability of observing the plucking defect. Similarly, the moderate levels of the 
engobe weight variable also increase the occurrence probability of the plucking defect. In addition, 
the plucking defect is more likely to be observed on the light-coloured ceramics.

Speaking of the tear defect, the moderate levels of the post-drying moisture variable appear to be 
among the causes increasing the tear defect formation. Unlike the other defect types, the tear defect 
is more likely to occur at the low levels of the firing temperature. This defect type is observed on the 
light-coloured ceramics more frequently. In addition, use of dry grinding type of clay is another factor 
increasing the formation of the tear defect.

The surface defect seems to be increased by the high levels of the variables except for one 
variable. The only variable whose low levels increase the probability of observing the surface defect 
appears to be the post-drying moisture. Moreover, the surface defect is more likely to occur on the 
light-coloured ceramics.

In addition to the analyzes and recommendations given specifically for each error type in the 
above lines, some general comments, comparisons, and recommendations that will apply to all the 
defect types can be given as follows.

According to the findings obtained from the analyses, it is observed that the high levels of the 
band speed significantly increase the probability of every defect type except the deformation defect. 
Although, the clay-type factor has partial effects on the defects in general, the spray type of clay 
appears to cause more defects than the dry grinding type of clay. Another result shows that the light- 
coloured ceramics are more exposed to all kinds of defects except for the glaze blistering. This 
difference is especially evident in the black spot, the colour tone, the deformation, the drip, and the 
burr defects. The effect of the shift hours in the factory, however, was found to be insignificant on the 
occurrence of the defects. Additionally, the high levels of the glaze density increase all the defect 
types but the deformation defect. As far as the firing temperature is concerned, it quite significantly 
increases all the defects except the tear defect. Moreover, firing temperature is the most effective 
factor causing the defects on the ceramic tiles. This result is parallel to the findings of Jin et al. (2017) 
who report that the most important factor leading to deformation on industrial ceramic shells was 
found to be firing temperature. Firing time variable gives similar results too. The high levels of the 
engobe weight and the engobe density variables were found to be increasing the defects in general. 
In addition, the high levels of the glaze density also increase the defects. Moreover, it was observed 
that the high levels of the drying temperature variable increase some of the defects, yet they have an 
adverse effect on some defect types.
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Finally, based on the findings summarised above, it can generally be said that it would be a logical 
approach not to keep the band speed at high levels to prevent the defects. In addition, it should not 
be preferred to keep the ceramic tiles in kilns at high temperatures and for long times. Keeping the 
firing temperatures and the firing times at optimum levels will be effective in reducing the defects 
too. The same interpretation regarding the firing time and temperature can be made also for the 
glaze weight variable.

In a ceramic factory, production settings need to be adjusted frequently, in accordance with the 
needs, amounts, properties, and the qualities regarding the outputs. To determine the optimum 
production line settings leading to minimum levels of the ceramic tile defects, trial and error method 
would be quite cumbersome, time consuming, and costly. Instead, referring to artificial intelligence 
methods, like machine learning, will solve this problem faster and more efficiently. Our study shows 
that the estimated Bayesian network model, which is based on machine learning, performed better 
than the logistic regression model, which is a classical method. Thus, when the estimated Bayesian 
network model is run by appropriate software, the optimal settings can be determined easily and 
quickly, by propagating the evidences through the network, depending on the production needs or 
plans of the factory.

Conclusions

In conclusion, in this study, the possible reasons of the defects encountered on the ceramic tiles 
were investigated and analysed, after building two candidate models and selecting the most 
appropriate of them. Before the analysis part, a logistic regression model, which has been 
conventionally used in the literature and a Bayesian network model, which is comparatively 
a new approach, were constructed. When the model validation results of the Bayesian network 
model and the logistic regression model were examined by comparing their AUC scores, it 
appeared that the Bayesian network model was more successful in estimating the defect 
types. Indeed, Bayesian network models are very flexible and advantageous models compared 
to the conventional additive models like regression. Unlike in regression models, every variable 
in Bayesian networks can affect each other simultaneously. Thus, instead of using logistic 
regression, preferring a Bayesian network model is more convenient to analyse the factors 
causing defective tiles, as these factors usually interact with each other at the different stages 
of the production.

After the model comparison stage, using the constructed Bayesian network, three different types 
of analyses were performed. Firstly, various types of defects caused by various production conditions 
were examined. Secondly, the probabilities of the most likely causes of the defect types were 
estimated. Afterwards, with the help of the calculated entropy scores, the effect degrees of the 
production factors on the defect types were determined. Finally, various suggestions to prevent the 
defects were provided. As a continuation of this study, it is possible to examine the causes of the 
same or other kinds of defects seen on ceramic tiles by using other kinds of models and compare 
them with the results obtained in this study.
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