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Background/purpose: Skeletal orthodontic deformities can have functional and aesthetic con-
sequences, making early detection critical. This study aimed to address the issue of parents
bringing their children for routine orthodontic checkups after the ideal treatment age has
passed. To address this, we developed a mobile application that uses machine-learning to
make a preliminary diagnosis of skeletal malocclusion using just one photograph.
Materials and methods: A retrospective study was conducted on 524 pre-pubertal children,
aged between 5 and 12 years, to evaluate the accuracy of the machine learning based mobile
application. The application detects multiple points in photographs taken from the mobile
camera and generates a signal indicating the diagnosis of skeletal malocclusion.
Results: The final accuracy of the Class III vs not Class III model deployed to the mobile appli-
cation was above 81%, indicating its ability to accurately identify skeletal malocclusion. On a
separate validation dataset of 145 patients diagnosed by 5 different clinicians, the accuracy of
Class II vs Class I model was 69%; And pg 4, ln 61: as Class II vs Class I with 69% accuracy.
Conclusion: The application provides parents with important information about the orthodon-
tic problem, age of treatment, and various treatment options. This enables parents to seek
further advice from an orthodontist at an earlier stage and make informed decisions. However,
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A.H. _Ibrahim, S. Aksoy et al., A family-centered orthodontic screening approach using a machine
ournal of Dental Sciences, https://doi.org/10.1016/j.jds.2023.05.001

001
l Sciences of the Republic of China. Publishing services by Elsevier B.V. This is an open access article under
vecommons.org/licenses/by-nc-nd/4.0/).

nymous User (n/a) at Muğla Sıtkı Koçman University from ClinicalKey.com by Elsevier on May 30, 
l use only. No other uses without permission. Copyright ©2023. Elsevier Inc. All rights reserved.

mailto:bkilic@bezmialem.edu.tr
mailto:tugbasuzek@mu.edu.tr
https://doi.org/10.1016/j.jds.2023.05.001
http://creativecommons.org/licenses/by-nc-nd/4.0/
www.sciencedirect.com/science/journal/19917902
http://www.e-jds.com
https://doi.org/10.1016/j.jds.2023.05.001
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the diagnosis should still be confirmed by an orthodontist. This approach has the potential to
improve access to orthodontic care, especially in underserved communities.
ª 2023 Association for Dental Sciences of the Republic of China. Publishing services by Elsevier
B.V. This is an open access article under the CC BY-NC-ND license (http://creativecommons.
org/licenses/by-nc-nd/4.0/).
Introduction

An increase at parent’s awareness of their children’s
growth pattern at a young age has a significant impact on
preventing the malocclusion in its early stages. On the
other hand, delaying care until a later age may make
malocclusion treatment more challenging and, in some in-
stances, necessitate surgical intervention.1 Although there
is no clear consensus on the need for early treatment,2 the
American Association of Orthodontists recommends that all
children be screened by an orthodontist at age 7.3 Ac-
cording to existing literature, the most favorable time to
address skeletal issues in Class III malocclusions is during
the deciduous dentition period or between 6 and 8 years of
age.4e6 Adolescence is a critical period for Class III maloc-
clusion, as the condition can worsen during this growth
phase. Delayed treatment can lead to greater orthodontic
effects and reduced orthopedic effects, which can have
negative consequences for the patient’s esthetics and self-
esteem.7 However, due to limitations in financial resources
and the current capacity of the orthodontic workforce, it is
impractical to screen all children worldwide who are over
the age of 7 for orthodontic assessment. To address this
issue, an artificial intelligence (AI)-based pre-diagnostic
tool is needed, which requires a dataset consisting of
prepubertal-aged participants.

AI is the branch of computer science that deals with the
development of intelligent systems that can perform tasks
that would normally require human intelligence, such as
learning, problem-solving, and decision-making. Although
AI has promising capabilities to transform various fields,
including orthodontics,8e20 current machine learning-based
orthodontic applications primarily rely on cephalometric or
intraoral photographic images that require specialized
equipment.21 This limits their accessibility, making it diffi-
cult for families to obtain remote pre-diagnosis screenings
via mobile devices.

While the term AI encompasses a wide range of tech-
nologies, from a methodological perspective, there are two
main categories of AI: symbolic AI and machine learning.22

Machine learning enables computers to learn and improve
their performance without being explicitly programmed. It
involves the use of algorithms and statistical models to
analyze data, identify patterns and make predictions or
decisions.

The aim of this study was to provide easy access to early
screening for skeletal malocclusion in remote areas, by
utilizing profile photos through a machine learning-based
mobile application. The application automatically detects
multiple points in the photograph taken from the mobile
camera, generates a signal that expresses the diagnosis of
skeletal malocclusion according to predetermined criteria,
2
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and shares information about the correct timing of
treatment.

Materials and methods

Ethical approval

This study was a retrospective study that was approved by
the Non-interventional Research Ethics Committee of the
Technology Transfer Office at Bezmialem Vakif University
(approval number: E�54022451-050.05.04e87993) and was
conducted in compliance with the principles of the Decla-
ration of Helsinki.

Participants

The study included 524 pre-pubertal children aged be-
tween 5 and 12 years, with a mean age of 8.3, who were
diagnosed as Class I, Class II Division 1, Class II Division 2,
and Class III by the same orthodontist through clinical ex-
amination, extraoral evaluation of both parents and sib-
lings, intraoral examination, Temporomandibular Joint
(TMJ) examination, and evaluation of cephalometric films
with Dolphin Imaging 11.8 (Imaging and Management Solu-
tions, Chatsworth, CA, USA).

A separate dataset of 43 Class III, 76 Class II, and 26 Class
I patients diagnosed by a committee of 5 orthodontists
during the weekly committee meetings at the same insti-
tute is collected for independent validation.

Inclusion and exclusion criteria

Patients were included in the study if they met the criteria
of being under 13 years of age and applied to the clinic for
diagnosis and treatment, while patients were excluded if
they had difficulty following instructions, congenital
craniofacial deformity, facial swelling due to inflammation,
or had undergone previous orthodontic treatment. A proj-
ect flow chart of this study is presented (Fig. 1).

Sample and data collection

In this study, we paid particular attention to ensure that
our sample was representative of the population, in terms
of the distribution of gender, and we made sure to have a
balanced number of male and female patients (Table 1).
The data was collected through patient’s non-professional
cameras in the orthodontics clinic (Fig. 2). For all patient
photos in the dataset, the profile photos were taken facing
right. There was no other restriction in patients’ own mo-
bile camera type, focal length, angle, background, or
 University from ClinicalKey.com by Elsevier on May 30, 
on. Copyright ©2023. Elsevier Inc. All rights reserved.
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Figure 1 Project flow chart (created with Biorender.com).

Table 1 Age and sex distribution of patients by Angle classification.

Age 5 Age 6 Age 7 Age 8 Age 9 Age 10 Age 11 Age 12 Total

Female Class I 15 23 15 23 21 13 18 6 134
Class II Division 1 4 8 16 12 11 8 8 6 73
Class II Division 2 3 3 1 5 5 4 2 23
Class III 4 6 5 8 4 5 7 4 43

Male Class I 14 19 18 22 17 8 8 6 112
Class II Division 1 3 9 5 13 13 7 3 53
Class II Division 2 3 2 4 5 5 6 3 3 31
Class III 5 6 8 12 10 3 9 2 55
Total 45 70 78 88 86 61 64 32 524
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lighting as the image feature selection algorithm is based
on normalized ratios of facial areas or angles which are all
selected due to their independence of the patient’s dis-
tance or environmental settings. An additional software
module is implemented asking the parent to adjust the
head position if the patient has over-rotated to the left.
The number of features in the dataset was augmented by
adding 10 new “normalized” features, dividing each fea-
ture’s value by the 10 reference distances that the ortho-
dontist provided. To assess whether the Gonial angle
feature can help distinguish Class II Division 2 from non-
Class II Division 2 cases, we employed an automated
method to place points on the photos and calculate the
intersection of lines (Fig. 3).
3
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Machine learning implementation

The study trained two machine learning models to distin-
guish Class III vs not Class III and Class II vs Class I. The data
set was divided into 80% training and 20% testing, and
model selection evaluation, parameter optimization, and
other operations were performed on 80% of the training
data. The best-performing model for diagnosis was
selected, and hyper-parameters of that model were opti-
mized (Fig. 4). To classify different classes of malocclusion,
the study utilized the PyCaret library, which automates
machine-learning workflows. The library trained 14
different classification models with 5-fold cross-validation
and ranked these models according to model accuracy.
 University from ClinicalKey.com by Elsevier on May 30, 
on. Copyright ©2023. Elsevier Inc. All rights reserved.

http://Biorender.com


Figure 2 Collection of data in the clinic.

Figure 3 Artificial Intelligence-based detection of the Gonial
angle on a photograph.

Figure 4 Summary of the MERN (MongoDB, Express, React,
Node) stack technology used in the project.
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The best model was selected and hyperparameter tuning
was applied to improve the model accuracy using PyCaret’s
tune model function. After both models were deployed to
production, they are tested on an independent validation
dataset of 145 patients.

The mobile application was developed using the React-
Native (open-source iOS application framework), MongoDB
(open-source database) for data storage, and Node. JS Ex-
press (open-source web application) to build the REST
(REpresentational State Transfer) APIs (API: Application
Programming Interface) (Fig. 5).

The contact physical addresses, emails, and phone
numbers of orthodontists registered to Turkish orthodontic
society were scraped from the publicly available national
orthodontic society website. Physical street and city ad-
dresses were converted to geographical locations using the
Google Geocoder (service that provides geocoding and
reverse geocoding of addresses) to be displayed in Google
Map inside the mobile application, enabling easy-reach of
parents to an orthodontist near-by. The application,
Orthodontist, is freely available from https://apps.apple.
com/tr/app/orthodontist/id6444021818.
Results

Classification of class iii vs not class iii

The accuracies of all machine learning models are listed for
Class III vs not Class III along with Boosting and Bagging
options (Table 2). The Logistic Regression model, which
produced the best results in cross-validation, achieved an
accuracy of 80% on the test results (Fig. 6). The highest
accuracy of 84% was achieved by applying Bagging to Lo-
gistic Regression. The final accuracy of the model deployed
to the mobile application is above 81%.
Classification of class i & class ii division 1 vs class ii
division 2

We also attempted to classify Class I vs Class II and Class I &
Class II Division 1 vs Class II Division 2 using the Gonial
angle. The mean accuracy of Class I vs Class II classification
using the Gonial angle was 63% (Table 3), while without the
Gonial Ridge Classifier, accuracy was 65% (Table 4). Clas-
sifying Class I & Class II Division1 vs Class II Division 2 using
the Gonial angle had 66% accuracy (Table 5), while not
using the Gonial angle had 67% accuracy (Table 6). Due to
the low accuracy, the model for Class I vs Class II without
the Gonial angle was chosen for the mobile application. We
utilized Logistic Regression as a model for diagnosing Class
I versus Class II and found it to be the best-performing
model for diagnosing Class III with optimized hyper-
parameters.
Validation on an independent dataset

Our first machine learning model has classified the inde-
pendent dataset as either ClassIII vs not Class III with 76.4%
accuracy. Our second machine learning model has classified
 University from ClinicalKey.com by Elsevier on May 30, 
on. Copyright ©2023. Elsevier Inc. All rights reserved.
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Figure 5 Pipeline of the machine learning algorithm.
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the independent dataset as Class II vs Class I with 79.4%
accuracy.
Discussion

It’s difficult to estimate the ratio of parents willing to use
internet platforms such as Instagram (Meta Platforms,
Menlo Park, CA, USA) or mobile applications to make the
decision to take their children to an orthodontics clinic.
The ratio would likely vary on the location and de-
mographics of the population surveyed. While the exact
number of parents who would rely on online platforms for
their children’s orthodontic treatment is difficult to
determine, there is a growing trend towards using tech-
nology in healthcare. Many parents seek information about
their child’s health online, and studies have shown that
they have a positive attitude towards using AI for their
children.23,24 The current perspectives and future di-
rections of AI in orthodontics and dentistry has been well
5
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discussed before.16,25,26 Although the application of artifi-
cial intelligence and machine learning in orthodontics has
mainly focused on cephalometric analysis and diagnosis,
there have been recent studies that have explored the
potential of these techniques in more specific areas. For
example, Kamrani and colleagues have proposed a machine
learning-based approach to classify Class III malocclusion.
While their method has demonstrated promising results, it
still requires the use of lateral cephalometric records. In
contrast, our research team is striving to develop a
pre-diagnostic tool that utilizes profile photographs alone,
which would not only reduce costs and logistical barriers
but also enable more widespread use among parents.27 Rao
et al. utilized a machine learning approach like ours to
identify and analyze facial landmarks. However, their study
solely utilized frontal facial photographic images and did
not focus on any orthodontic diagnosis. Unlike our study,
they employed the “You Only Look Once” (YOLO) deep
learning methodology to detect the human face, followed
using the “Active Shape Model” to recognize the facial
 University from ClinicalKey.com by Elsevier on May 30, 
on. Copyright ©2023. Elsevier Inc. All rights reserved.



Table 2 All model accuracies for Class III vs not Class III.

Model Method Accuracy AUC Recall Precision F1-score Kappa MCC

LRC - 0.8023 0.8108 0.7556 0.85 0.8 0.6059 0.61
LRC Bagging 0.814 0.8103 0.7556 0.8718 0.8095 0.6295 0.6357
LRC Boosting 0.7209 0.8022 0.7111 0.7442 0.7273 0.4419 0.4423
RFC - 0.8023 0.8528 0.7333 0.8684 0.7952 0.6068 0.6149
RFC Bagging 0.7907 0.8388 0.7333 0.8462 0.7857 0.5832 0.5889
RFC Boosting 0.8023 0.8477 0.7333 0.8684 0.7952 0.6068 0.6149
ETC - 0.8023 0.8152 0.7556 0.85 0.8 0.6059 0.61
ETC Bagging 0.8023 0.8179 0.7556 0.85 0.8 0.6059 0.61
ETC Boosting 0.7907 0.819 0.7556 0.8293 0.7907 0.5823 0.5848
GBC - 0.7907 0.8309 0.7556 0.8293 0.7907 0.5823 0.5848
GBC Bagging 0.7326 0.8352 0.6 0.8438 0.7013 0.4714 0.494
GBC Boosting 0.8023 0.8369 0.7556 0.85 0.8 0.6059 0.61
ABC - 0.8023 0.8065 0.7556 0.85 0.8 0.6059 0.61
ABC Bagging 0.7791 0.8228 0.7333 0.825 0.7765 0.5596 0.5634
ABC Boosting 0.7093 0.7442 0.6222 0.7778 0.6914 0.423 0.4324
Stacking Classifier - 0.7907 0.8179 0.7556 0.8293 0.7907 0.5823 0.5848
Voting classifier Blending soft 0.8023 0.8206 0.7556 0.85 0.8 0.6059 0.61
Voting Classifier Blending hard 0.814 0.8168 0.7556 0.8718 0.8095 0.6295 0.6357

LRC: Linear Regression Classifier.
RFC: Random Forest Classifier.
ETC: Extra Trees Classifier.
GBC: Gradient Boosting Classifier.
ABC: AdaBoostClassifier is an ensemble boosting classifier combining multiple classifiers to increase the accuracy of classifiers itera-
tively.
Stacking Classifier: A technique that combines multiple sub-models to improve classification performance.
Voting Classifier: Each individual model is trained on the same dataset, but with different algorithms or hyperparameters.
Cross-validation: A resampling method that uses different portions of the data to test and train a model on different iterations.
AUC: The area under the receiver operating characteristic curve (ROC) is also called Area Under Curve illustrating the diagnostic ability
of a binary classifier system as its discrimination threshold is varied.
Recall: A performance metric, calculated as the number of true positive (tp) results divided by the number of all positive objects
(tp þ fp).
Precision: A performance metric, calculated as the number of true positive (tp) results divided by the number of all predicted positive
results (tp þ fp).
F1-score:Harmonic Mean of the Precision and Recall.
Kappa: The Kappa statistic (or value) is a metric that compares an Observed Accuracy with an Expected Accuracy (random chance).
MCC: Matthew’s correlation coefficient is a statistical tool to gauge or measure the difference between the predicted values and actual
values and is equivalent to chi-square statistics for a 2 x 2 contingency table.
Boosting: Boosting is an ensemble meta-algorithm for primarily reducing bias, and also variance in supervised learning, and a family of
machine learning algorithms that convert weak learners to strong ones.
Bagging: A Bagging classifier is an ensemble meta-estimator that fits base classifiers each on random subsets of the original dataset and
then aggregates their predictions (either by voting or by averaging) to form a final prediction.
Hard Voting(Blending Hard): Hard Voting picks up the prediction with the highest number of votes as the final prediction.
Soft Voting(Blending Soft): Soft Voting combines the probability of each class in each model and picks the class with the highest
probability as the final prediction.
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landmarks.13 Focusing on camouflage treatments, Jung
et al. proposed a machine learning methodology for diag-
nosing teeth extractions. Their study utilized the V-ceph
program and neural network models to diagnose extrac-
tions, but with a smaller sample size compared to our
study. Additionally, their study also required cephalometric
facial images of patients.28 Our study stands out as the first
in the literature to predict the skeletal class of the patients
using an explainable machine learning algorithm assessing
the mobile app-generated profile pictures of the patients
without the requirement of any medical apparatus. This
approach was used for patients with skeletal Class I, Class II
Division 1, Class II Division 2, and Class III malocclusions. By
6
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utilizing a significantly larger pre-pubertal patient popula-
tion, we aimed to increase computational accuracy by
providing a more diverse set of input for the supervised
learning algorithm.

Early diagnosis of skeletal malocclusions is crucial in
orthodontics. Treating skeletal Class II malocclusions during
growth modification is highly preferred due to the wider
range of therapeutic options available at this stage.29,30

Our machine learning-based application aimed to detect
Class II patients early and distinguish between Class II Di-
vision 1 and Class II Division 2 at a pre-pubertal age. The
most distinctive feature of Angle’s Class II Division 2
malocclusion is the decrease in the lower facial thirds.31
 University from ClinicalKey.com by Elsevier on May 30, 
on. Copyright ©2023. Elsevier Inc. All rights reserved.



Figure 6 Learning curve for logistic regression.

Table 3 Results obtained from a 5-fold cross-validation
experiment of Class I vs Class II using Logistic Regression
with Gonial Angle feature.

Fold Accuracy Recall F1-score Precision AUC

Fold-1 0.6842 0.5600 0.6087 0.6667 0.7500
Fold-2 0.7544 0.5769 0.6818 0.8333 0.8288
Fold-3 0.5439 0.4615 0.4800 0.5000 0.6129
Fold-4 0.5614 0.6923 0.5902 0.5143 0.6253
Fold-5 0.6429 0.6400 0.6154 0.5926 0.7071
Mean 0.6373 0.5862 0.5952 0.6214 0.7048

SD 0.0780 0.0781 0.0654 0.1217 0.0802

Fold: A division of a sample used in cross-validation. The use of
multiple folds helps to mitigate the effects of random variations
in the data and to obtain a more robust estimate of the model’s
performance.
Recall: A performance metric, calculated as the number of true
positive (tp) results divided by the number of all positive ob-
jects (tp þ fp).
F1-score: Harmonic Mean of the Precision and Recall.
Precision: A performance metric, calculated as the number of
true positive (tp) results divided by the number of all predicted
positive results (tp þ fp).
AUC: The area under the receiver operating characteristic
curve (ROC) is also called Area Under Curve illustrating the
diagnostic ability of a binary classifier system as its discrimi-
nation threshold is varied.
SD: Standard Deviation.

Table 4 5-fold-cv results of Class I vs Class II using
RidgeClassifier without Gonial Angle feature.

Fold Accuracy Recall F1-score Precision AUC

Fold-1 0.6316 0.3600 0.4615 0.6429 0.6637
Fold-2 0.6491 0.4400 0.5238 0.6471 0.5762
Fold-3 0.6140 0.5417 0.5417 0.5417 0.6566
Fold-4 0.6842 0.6667 0.6400 0.6154 0.6843
Fold-5 0.6964 0.4583 0.5641 0.7333 0.8203
Mean 0.6551 0.4933 0.5462 0.6361 0.6802

SD 0.0311 0.1041 0.0580 0.0616 0.0791

Fold: A division of a sample used in cross-validation. The use of
multiple folds helps to mitigate the effects of random variations
in the data and to obtain a more robust estimate of the model’s
performance.
Recall: A performance metric, calculated as the number of true
positive (tp) results divided by the number of all positive ob-
jects (tp þ fp).
F1-score: Harmonic Mean of the Precision and Recall.
Precision: A performance metric, calculated as the number of
true positive (tp) results divided by the number of all predicted
positive results (tp þ fp).
AUC: The area under the receiver operating characteristic
curve (ROC) is also called Area Under Curve illustrating the
diagnostic ability of a binary classifier system as its discrimi-
nation threshold is varied.
SD: Standard Deviation.
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Although we experimented with the gonial angle feature as
a skeletal vertical parameter due to its easy detectability
from extraoral photographs this feature is not included in
the final Class II vs not Class II model due to decrease of
accuracy of the model on the test set. Additionally, we
incorporated a feature that identified Class II Division 2
malocclusion by detecting a decrease in lower face height
relative to the total face height. Although studies have
7
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shown that distinct differences in hypodivergent and
hyperdivergent face shapes begin to emerge in both sexes
around the age of 6,32 predicting the direction of mandib-
ular growth and the shape of the face at this early age in a
pre-pubertal patient was not predictable. As a result, our
application had a lower success rate in distinguishing be-
tween Class II Division 1 and Class II Division 2. As a future
work, we plan to collect a pubertal patient dataset to train
the software with the Gonial angle and lower face height
 University from ClinicalKey.com by Elsevier on May 30, 
on. Copyright ©2023. Elsevier Inc. All rights reserved.



Table 5 Average metrics of five runs with 5-fold-cv of Class I &Class II Division 1 vs Class II Division 2 with Gonial Angle feature.

Run Model Accuracy Recall F1-score Precision AUC

Run-1 GradientBoostingClassifier 0.7 0.71 0.72 0.74 0.71
Run-2 AdaBoostClassifier 0.6 0.59 0.62 0.66 0.54
Run-3 RandomForest 0.64 0.6 0.63 0.69 0.59
Run-4 LGBMClassifier 0.66 0.85 0.74 0.66 0.66
Run-5 KNeighborsClassifier 0.69 0.79 0.74 0.71 0.67
Mean 0.66 0.71 0.69 0.69 0.63

SD 0.04 0.1 0.05 0.03 0.06

Run - The process of training on a specific data set, involving adjusting hyperparameters and testing different model architectures.
Recall: A performance metric, calculated as the number of true positive (tp) results divided by the number of all positive objects
(tp þ fp).
F1-score: Harmonic Mean of the Precision and Recall.
Precision: A performance metric, calculated as the number of true positive (tp) results divided by the number of all predicted positive
results (tp þ fp).
AUC: The area under the receiver operating characteristic curve (ROC) is also called Area Under Curve illustrating the diagnostic ability
of a binary classifier system as its discrimination threshold is varied.
SD: Standard Deviation.
AdaBoostClassifier: An ensemble boosting classifier combining multiple classifiers to increase the accuracy of classifiers iteratively.
KNeighborsClassfier: A non-parametric supervised learning method that requires the input consists of the k closest training examples in
a data set.
LGBMClassifier: Light Gradient Boosting Machine.
GradientBoostingClassifier: A machine learning technique used in regression and classification tasks in the form of an ensemble of weak
prediction models, which are typically decision trees.
RandomForest: An ensemble learning method for classification, regression and other tasks that operates by constructing a multitude of
decision trees at training time.

Table 6 Average metrics of five runs with 5-fold-cv of Class I &Class II Division 1 vs Class II Division 2 without Gonial Angle
feature.

Run Model Accuracy Recall F1-score Precision AUC

Run-1 KNeighborsClassifier 0.68 0.74 0.72 0.69 0.66
Run-2 AdaBoostClassifier 0.64 0.7 0.68 0.68 0.62
Run-3 KNeighborsClassifier 0.72 0.74 0.74 0.77 0.71
Run-4 KNeighborsClassifier 0.65 0.94 0.76 0.64 0.59
Run-5 LGBMClassifier 0.64 0.76 0.71 0.66 0.67
Mean 0.67 0.78 0.72 0.69 0.65

SD 0.03 0.08 0.03 0.04 0.04

Run: The process of training on a specific data set, involving adjusting hyperparameters and testing different model architectures.
Recall: A performance metric, calculated as the number of true positive (tp) results divided by the number of all positive objects
(tp þ fp).
F1-score: Harmonic Mean of the Precision and Recall.
Precision: A performance metric, calculated as the number of true positive (tp) results divided by the number of all predicted positive
results (tp þ fp).
AUC: The area under the receiver operating characteristic curve (ROC) is also called Area Under Curve illustrating the diagnostic ability
of a binary classifier system as its discrimination threshold is varied.
SD: Standard Deviation.
AdaBoostClassifier: An ensemble boosting classifier combining multiple classifiers to increase the accuracy of classifiers iteratively.
KNeighborsClassfier: A non-parametric supervised learning method that requires the input consists of the k closest training examples in
a data set.
LGBMClassifier: Light Gradient Boosting Machine.

B. Kılıç, A.H. _Ibrahim, S. Aksoy et al.

+ MODEL
features for our model to better distinguish Class II
subdivisions.

Patients and laypeople are only accurate in identifying
their own skeletal class around 48% and 43% of the time,
respectively. Even among orthodontists, there is only 60%
agreement in determining a profile’s skeletal class.33

Despite the complexity of soft tissue differences at a
8
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young age, our application’s accuracy rate for distinguishing
between Class II Division 1 and Division 2 malocclusions is
higher than that of laypeople. Our application recommends
orthodontic evaluation before puberty for all patients,
providing them with general information about any poten-
tial problems detected. By doing so, we aim to increase the
number of patients seeking orthodontic care by raising
 University from ClinicalKey.com by Elsevier on May 30, 
on. Copyright ©2023. Elsevier Inc. All rights reserved.
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awareness among families who may not have previously
considered orthodontic evaluation before puberty. Our goal
is to facilitate timely access to orthodontic specialists and
improve the overall oral health of a greater number of in-
dividuals. When a patient visits an orthodontist with a
recommendation from our application, the orthodontist can
evaluate additional resources such as intraoral examination,
TMJ evaluation, parents’ faces, and radiographs if needed.

The results of Takada et al.’s study suggest that ortho-
pedic changes in dentofacial morphology can be achieved
with the use of a maxillary protraction headgear in skeletal
Class III patients, particularly when the treatment is initi-
ated before the age of 12.34 Therefore, we set the age limit
as 12 years in the inclusion criteria of our study. Growth
estimation for Class III patients is challenging but critical
due to the possibility of orthognathic surgery.35 During
growth, the mandible tends to move forward and become
less retruded, which is generally true for all facial types.
This forward growth is stronger in the mandible than the
maxilla, resulting in a less convex facial profile. The late
detection of Class III malocclusion by families is often due
to this differential growth pattern. Class III malocclusion
can originate from the maxilla, mandible, or both, and can
also be caused by a pseudo-Class III.36,37 Early diagnosis of
pseudo-Class III malocclusion is crucial to prevent it from
progressing to a more severe form. The condition can be
diagnosed through the De Nevreze maneuver, which in-
volves assessing the ability of the patient to bring their
upper and lower incisors into contact without difficulty
during closure of the mouth.38 The mobile application uses
only profile photos of the patients for diagnosis, which
makes it impossible to accurately diagnose pseudo-Class III.
However, referring patients with a preliminary diagnosis of
skeletal Class III to an orthodontist through the application
may increase the chance of early treatment, even if the
case is not skeletal. If the pre-diagnosis is Class III in the
application, it gives general information about skeletal
Class III problems and emphasizes the importance of early
treatment, while explaining the need to see an orthodontist
before the age of 7. To compensate for the intrinsic insta-
bility of patients taking their own pictures, we computed
extra facial features to make our model independent of any
distance or position requirements by the patients. The final
accuracy of the model for distinguishing between Class III
and non-Class III malocclusions in the mobile application
was above 81%, which is higher than the accuracy reported
in comparable studies in the literature.18

Our study has several limitations. The sample size was
relatively small for deep-learning models, and further
studies with larger sample sizes are needed to enhance our
results. Our sample consisted of pre-pubertal children only,
and the results are not generalizable to other age groups.
Application only uses extra-oral photograph, and thus it
may not be generalizable to other types of imaging such as
cephalometric radiographs.

In conclusion, our study demonstrates the feasibility and
accuracy of using machine learning algorithms in a mobile
application to pre-diagnose skeletal malocclusion in pre-
pubertal children. Our application has the potential to
improve access to early orthodontic treatment, particularly
for Class III malocclusion. By leveraging mobile technology
and AI, our approach offers a cost-effective and accessible
9
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solution to address orthodontic diagnosis and treatment in
underserved populations before it is too late. Further
research is needed to establish the clinical significance and
impact of our approach on public health, but our results
suggest that it holds promise as a tool for improving or-
thodontic care delivery.
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