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Abstract: In addition to the damage, it can cause to various organs, diabetes mellitus (DM) also increases a 

person's risk of developing other serious health conditions. These can include heart disease, stroke, and nerve 

damage. Furthermore, DM is a leading cause of blindness and kidney failure. However, with proper 

management and treatment, many of the complications of DM can be prevented or delayed. Thus, early 

detection and treatment of DM are crucial. With the advancement of machine learning technology, new 

opportunities have emerged in the field of medicine. Many disease detection research relies on machine learning 

techniques, with a particular emphasis on boosting algorithms. Boosting algorithms are used to improve the 

accuracy of predictions made by other weak models such as decision trees. Using knowledge discovery 

methods, boosting algorithms are examined and compared on a diabetes dataset in this study. The performance 

of the boosting algorithms is evaluated by generating ROC curves and comparing average accuracy values. 

When the study's results were evaluated in terms of precision, Gradient Boosting, AdaBoost, CatBoost, 

LightGBM, and XGBoost algorithms gives success rates of %85, %83, %88, %86, and %87, respectively.  
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1. Introduction 

 

Diabetes is a life-long disease with an increasing number of sufferers. According to the International 

Diabetes Federation (IDF), 1 in 11 people live with diabetes. Also, the last edition of the IDF diabetes 

atlas shows that 463 million adults live with diabetes worldwide. Unfortunately, it is predicted that 

the number of adults with diabetes will reach 578 million by 2030 and 700 million by 2045 [1].  

 

In diabetic patients, the hormone responsible for converting foods into energy and adjusting blood 

sugar is not secreted by the pancreas. This hormone called insulin is responsible for bringing blood 

sugar to body cells. The inability to use insulin effectively causes glucose levels to rise too high in 

the blood, which is called hypoglycaemia. In patients with insufficient insulin hormones, symptoms 

such as hunger, restlessness, sweating, and fainting begin to appear. The level of blood sugar should 

be adjusted with treatments. Diagnosis of diabetes is made according to plasma glucose values in the 

morning blood sample after 9 hours of night fasting [2]. The patient's fasting blood glucose value of 

126 mg/dl or above means that she/he has diabetes. High blood sugar for long periods can cause 

various dysfunctions and damage, especially in blood vessels, nerves, heart, and kidneys [3]. Diabetes 

also is one of the leading causes of blindness and visual impairment in adults. Every year, many 

patients die of heart attack and stroke due to complications related to diabetes. Considering all the 

threats, diabetes has become a serious health problem worldwide [4]. Therefore, as with many 

diseases, it is very important to diagnose diabetes early and to take measures for complications [5]. 

Recently, the increase in medical data and the easier storage of them has made the use of decision-

support systems widespread in the detection of diseases [6]. The purpose of these systems is to assist 

the experts by making the diagnosis of the disease quickly and with high accuracy [7]. This situation 
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facilitated the analysis of huge amounts of data and led to significant developments in terms of 

detecting, treating, or taking precautions for diseases [8].  

 

Machine learning is a field that stands out with the use of the features of artificial intelligence such 

as reasoning, planning, correlation inference, and knowledge evaluation with statistical methods. 

Results from many recent studies have shown that machine learning algorithms have grateful power 

in classifying and diagnosing various diseases [9]. When state-of-the-art methods of machine learning 

for automatic diagnosis of diabetes are examined; Qu et al. compared the success of neural network, 

random forest, and decision tree algorithms in diabetes detection. Although there was not much 

difference between them, they obtained 77% and 80% accuracy rates from the random forest 

algorithm in the two different datasets used [10]. Kaur et al. found the accuracy rates from 5 

classification models they applied on the Pima Indian Diabetes dataset to be 0.89 for linear kernel 

SVM, 0.84 for radial basis function SVM model, 0.88 for kNN algorithm, 0.86 for ANN and 0.83 for 

MDR based model [11]. Besides this study with the same dataset, Rawat et al. applied Bagging and 

Adaboost techniques to diagnose diabetes mellitus and they predicted the disease with 81.77% and 

79.69% accuracy rates respectively [12]. Chen et al. realized LogitBoost and AdaBoost algorithms to 

detect diabetes mellitus and they achieved diagnosis with above 90% accuracy of classification [13]. 

Xu et al. bring forward a type II diabetes prediction model by using the random forest algorithm and 

they achieved an 85% accuracy rate [14]. Kalaiselvi et al. analyzed Naive Bayes and K-means 

algorithms and they proposed Adaptive Neuro Fuzzy Inference System with reaching around %80 

accuracy [15]. Pangaribuan et al. have shown they can predict diabetes mellitus with a satisfactory 

accuracy rate by implementing an ANN-based Extreme Machine Learning algorithm [16]. 

 

It may not be sufficient to use only one algorithm for the detection of a disease, because each 

algorithm has different advantages and disadvantages. Therefore, it is important to use more than one 

algorithm for the detection of diabetes [17]. On the other hand, algorithms like voting, bagging, and 

boosting that classify diseases using ensemble models produce better results. These algorithms 

combine weak learners, which are learning algorithms with poor performance, to create strong 

learners. Therefore, in this study, the performances of boosting algorithms, one of the ensemble 

models, were evaluated by applying them to the diabetes dataset. Gradient Boosting, AdaBoost, 

CatBoost, LightGBM, and XGBoost algorithms have been chosen for the study, and their results have 

been compared using ROC curves and average accuracy values. As a result of the research, the 

performance value ranged between 0.83-0.88. Furthermore, the CatBoost algorithm had the highest 

success rate of 0.88. 

 

The article continues with methods in section 2, where the features of boosting algorithms are 

examined, and part 4 which is Exploratory Data Analysis, where the implementation of the 

application is explained. Finally, it ends with a comparison and discussion of the created models. 

 

2. Experimental Methods 

 

2.1. Boosting Algorithms 
 

Ensemble models generalize and diversify the results by combining decisions from multiple models 

to create the best classifier [18]. Many models have been invented to build ensemble methods like 

Boosting [19] algorithms for various applications. Boosting Algorithms are methods of converting 

weak classifiers to strong classifiers across iterations. Inferences are made from the collection of trees 

obtained by giving different weights to the dataset. From observations with equal weight at the 

beginning, the weights of incorrectly classified observations are increased while correctly classified 

examples lose weight. A new model is created with updated weights, predictions are made, and the 

cycle continues as long as the model improves. Each new model emerges by correcting the error of 

the previous model. The final model is derived from the weighted average of all previous models. 
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2.1.1 Adaptive Boosting (AdaBoost) 

 

It is a boosting algorithm that focuses on weighting and training where multiple sequential models 

are created, each correcting the errors in the next model [20]. AdaBoost puts weight on misclassified 

training data and the next model tries to accurately predict these values. When constructing the next 

model, more weight is given to incorrectly predicted data points. Weights are determined using the 

error value. For example, the higher the error, the higher the weight assigned to the observation. To 

summarize AdaBoosts’ differences from the random forest are combining many weak learners, some 

stumps have more say than others and each stump (subtree) is made by taking the previous stump's 

mistake into account. 

 

2.1.2 Gradient Boosting 

 

It is the boosting algorithm used for both regression and classification problems. In the Gradient 

Boosting approach, new trees are created by making use of the weighted estimates of previous trees 

[21]. As long as the model continues to evolve, new trees are created by looking at the prediction 

errors of previous trees. The difference between the predicted value produced for any problem and 

the target value is tried to be reduced at each iteration. The disadvantage of the algorithm is that the 

combined trees can cause overfitting [22]. 

 

2.1.3 LightGBM 

 

LightGBM is a histogram-based algorithm that reduces the computational cost by making discrete 

binary variables with continuous values. LightGBM is a histogram-based algorithm. Since the 

training time of decision trees is directly proportional to the calculation and therefore the number of 

splits, LightGBM both shortens the training time and reduces resource usage [23]. 

 

In decision trees, two strategies are used: the depth-oriented strategy, in which the balance of the tree 

is maintained while the tree grows, and the leaf-oriented strategy in which the division process 

continues to reduce loss. With this, LightGBM has less error rate and learns faster from XGBoost 

[24]. However, because the leaf-oriented growth approach causes the model to be prone to over- 

learning when the data is small, the algorithm is more suitable for use in big data [25]. LightGBM 

also uses two novel techniques different from other algorithms. These are Gradient Based One Way 

Sampling (GOSS) and Exclusive Feature Bundling (EFB) which deals with the number of data 

samples and variables. 

 

Traditional gradient boosting scans all data samples to calculate the information gain for each 

variable, while GOSS uses only the key data, thus reducing the number of data without much 

impacting the distribution of the data. Besides, EFB aims to create stronger features by combining 

variables and thus reduce the number of features. 

 

In summary, EFB combines variables to reduce dimensionality, while GOSS reduces data size to 

compute knowledge acquisition by neglecting less important data. With these two functions, 

LightGBM has more efficiency and scalability [26]. To prevent overlearning in LightGBM; the 

number of leaves, the maximum depth, the minimum number of data in the leaf, the number of data 

to be used in each iteration, and the learning rate can be optimized. 
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2.1.4 CatBoost 

 

The boosting algorithm, which is a combination of the words "Category" and "Boosting" and emerged 

with the development of GBM, was developed by Yandex. It works with high learning speed on both 

categorical and numerical data. One hot encoding method [27], which is one of the common methods 

to deal with categorical variables, can sometimes cause too many new features to be added for high 

cardinality features. This algorithm has a different method that can encode categorical data and thus 

speed up data preprocessing by executing various statistical combinations on both categorical and 

numerical features [28]. Also, CatBoost builds symmetrical trees, achieving a high prediction rate 

that prevents overfitting. CatBoost runs on the GPU as long as the appropriate graphics card is used 

which provides an advantage for problems with long learning time by taking memory copies for 

unexpected situations such as sudden shutdown of the computer [29]. The basic parameters that can 

be optimized in the CatBoost algorithm are the maximum length of the tree, the learning rate, the 

number of trees to be created, categorical features, and the parameters used to prevent overlearning. 

 

2.1.5 XGBoost 

 

It is a scalable machine-learning method developed by Tianqi Chen and Carlos Guestrin. The fact 

that the XGBoost algorithm gives state-of-the-art results in many competitions on Kaggle has shown 

that it can be applied to a wide range of problems [30]. XGBoost is an algorithm created by 

strengthening Gradient Boosting using fewer software and hardware resources to give better results 

in a shorter time. It works well in more complex problems with large datasets. It has been shown in 

many studies that it has higher predictive power and higher operating speed compared to other 

boosting algorithms. XGBoost uses the following novel techniques [31]. 

 

 Coping With Missing Data Effectively: One of the biggest challenges in data mining is missing 

data in the dataset. To extract meaningful information from the dataset, the missing data must 

be filled in or removed from the dataset. XGBoost is good at finding patterns in datasets with 

sparse data, as error values (residuals) are also calculated on rows with missing values after 

the prediction. 

 Regularization for Overfitting: XGBoost has exclusively regularization methods like L1 and 

L2 [31]. 

 Triggling with the Depth Priority Approach: XGBoost creates the splits up to the specified 

max_depth value and then begins to prune the tree backward and removes any splits beyond 

which there are no positive gains. 

 Cache Awareness and Out Of Core Computing: XGBoost computes the similarity score and 

output value in the cache. Since the cache memory can be used at the maximum level, fast 

calculations can be made. 

 

XGBoost builds decision trees in all possible scenarios to maximize the learnings score for each 

variable. Such algorithms are called "Greedy Algorithms". This process can take a very long time in 

large datasets. Instead of examining each value in the data, XGBoost divides the data into quantiles 

and works according to those parts. Also, it uses the weighted quantile sketch algorithm to find the 

most accurate split points. 

 

2.2. Model Evaluation 

 

2.2.1. Confusion Matrix 

 

It is used to evaluate the performance of the models. The confusion matrix given in Table 1 shows 

how accurately the generated model can predict the actual values [32]. 
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Table 1. Confusion Matrix 

 Predicted Negatives Predicted Positives 

Negatives  True Negative(TN) False Positive(FP) 

Positives False Negative(FN) True Positive(TP) 

   

2.2.2 Receiver Operating Characteristic Curve (ROC) 

 

ROC is the graphic that is used to evaluate the performance of the algorithm used, as well as to reveal 

its visualization and accomplishment [33]. In the ROC curve, there is False Positive Rate on the X-

axis and True Positive Rate on the Y-axis. In the graphic, while the true positive rate refers to 

sensitivity, the false positive rate is equal to 1-specificity.  

 

In Equation (1) Sensitivity, also called Recall, is the proportion of the actual positive cases predicted 

as positive. 

 𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =  
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+ 𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒
   (1) 

 

In Equation (2), Specificity is the proportion of actual negative cases predicted as negative. 
 

1 − 𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 = 1 −  
𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒+ 𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒
   (2) 

 

In the Fig.1 the higher the level under the curve shows the higher discrimination performance between 

classes. 

 

Figure 1. ROC of Three Representative Models [34] 

 

2.3. Exploratory Data Analysis 

 

2.3.1. Data Preprocessing 

 

The dataset includes two class labels that are diabetes and nondiabetes. Fig. 2 shows that the dataset 

is unbalanced because the number of non-patients is more concentrated in the dataset. This dataset 

consists of two parts: healthy people and diabetes. It contains information on 500 healthy and 268 

patients diagnosed with diabetes. The dataset consists of 9 attributes which are times of pregnancy, 

glucose in the blood, Diastolic blood pressure (mm Hg), triceps skin fold thickness (mm),  2-h serum 

insulin (mu U/ml), diabetes pedigree function, plasma glucose concentration 2 hours in an oral 
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glucose tolerance test, age, and class (0 or 1). The Diabetes Pedigree Function refers to the genetic 

factor of diabetes [17]. 
 

 

Figure 2. Class Variables in the Dataset 
 

 

 

Figure 3. Distributions of Data by Columns 

 

Fig. 3 shows in what range and density the data are distributed according to the features. When the 

data were examined, rows containing 0 in columns such as Blood Pressure, Skin Thickness, Glucose, 

Insulin, and BMI were detected. Since these values can't be 0 in a living person, these values are filled 

with the median values of the relevant column according to the class variable. Besides this, since 

some rows contain outlier data in columns such as Skin Thickness Diabetes Pedigree Function and 

Insulin, they are updated according to the min and max values in the relevant field in the dataset 

according to the Interquartile Range method. 
 

3. Results 
 

3.1. Experimental Results for AdaBoost 

 

As seen in Table 2 when the AdaBoost algorithm was applied to the diabetes dataset, it was correctly 

estimated that 148 out of 161 patients were sick in the test dataset that the model did not know. The 

remaining 13 patients were misclassified. The accuracy rate is 83%. 
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Table 2. Confusion Matrix for AdaBoost results 

 Predicted 0 Predicted 1 

Actual 0 148 9 

Actual 1 13 61 

 

3.2. Experimental Results for Gradient Boosting 
 

As seen in Table 3 when the Gradient Boosting Algorithm was applied to the diabetes dataset, it was 

correctly estimated that 146 out of 153 patients were sick in the test dataset that the model did not 

know. The remaining 7 patients were misclassified. The accuracy rate is 85%. 

 

Table 3. Confusion Matrix for Gradient Boosting results 

 Predicted 0 Predicted 1 

Actual 0 146 11 

Actual 1 7 67 

 

3.3. Experimental Results for CatBoost 
 

As seen in Table 4 when the Gradient Boosting Algorithm was applied to the diabetes dataset, it was 

correctly estimated that 149 out of 160 patients were sick in the test dataset that the model did not 

know. The remaining 11 patients were misclassified. The accuracy rate is 86%. 

 

Table 4. Confusion Matrix for CatBoost results 

 Predicted 0 Predicted 1 

Actual 0 149 8 

Actual 1 11 63 

 

3.4. Experimental Results for XGBoost 
 

As seen in Table 5 when the XGBoost Algorithm was applied to the diabetes dataset, it was correctly 

estimated that 145 out of 156 patients were sick in the test dataset that the model did not know. The 

remaining 11 patients were misclassified. The accuracy rate is 87%. 

 

Table 5. Confusion Matrix for XGBoost results 

 Predicted 0 Predicted 1 

Actual 0 145 12 

Actual 1 11 63 

 

3.5. Experimental Results for LightGBM 
 

As seen in Table 6 when the LightGBM Algorithm was applied to the diabetes dataset, it was correctly 

estimated that 146 out of 168 patients were sick in the test dataset that the model did not know.  

 

Table 6. Confusion Matrix for LightGBM results 

 Predicted 0 Predicted 1 

Actual 0 146 11 

Actual 1 12 62 
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The remaining 12 patients were misclassified. The accuracy rate is 86%. 

 

4. Comparison of Techniques 
 

Considering the accuracy rates, all boosting algorithms applied gave satisfactory results. It has been 

observed that the CatBoost algorithm gives a better result with a small difference compared to the 

others since there is a high cardinality categorical feature in the diabetes dataset. 

 

Table 7. Accuracy Rates of Algorithms 

Boosting Algorithms Accuracy Rates 

Gradient Boosting 0.85 

AdaBoost 0.83 

CatBoost 0.88 

LightGBM 0.86 

XGBoost 0.87 

 

As seen in Fig 4, the ability of all algorithms to separate the classes is gratifying and close to each 

other. 

 

 
Figure 4. ROC Curves of Boosting Algorithms 

5. Conclusions 

 

Diabetes is a very oldest disease in the world. And the use of boosting algorithms in disease 

classification certainly gives pleasant results. In diabetes disease, deviation of blood sugar from 

normal can cause various complications. Specifically in the advanced stages of the disease, it causes 

much more insurmountable health problems. In this study, the prediction of diabetes disease, which 

is very important for early diagnosis and treatment, was made using boosting algorithms. In this 

context, the working performances of Gradient Boosting, XGBoost, LightGBM, Adaptive Boosting, 

and CatBoost algorithms on the diabetes dataset were evaluated. Confusion matrices and roc curves 

of the algorithms are examined. It has been proven that the CatBoost algorithm has the highest 
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performance rate, with results that are close to each other. To improve the performance of diabetes 

detection, various machine learning techniques, including voting and bagging, will be used in 

upcoming studies. Additionally, it aims to explore the extent to which artificially increasing the 

number of data through the use of techniques like oversampling and SMOTE can improve 

performance. 
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