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Abstract

In this paper, we propose a novel method to solve the model predictive control

(MPC) problem for linear time-invariant (LTI) systems with input and output

constraints. We establish an algebraic control rule to solve the MPC problem

to overcome the computational time of online optimization methods. For this

purpose, we express system constraints as a continuous function through the

tangent-hyperbolic function, hence the optimization problem is reformulated.

There are two steps for the solution of the optimization problem. In the first

step, the optimal control signal is determined by the use of the necessary con-

dition for optimality, assuming that there is only input constraint. In the latter,

the solution obtained in the first step is revised to keep the system states in a

feasible region. It is shown that the solution is suboptimal. The proposed solu-

tion method is simulated for three different sample systems, and the results

are compared with the classical MPC, which show that the new algebraic

method dramatically reduces the computational time of MPC.
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1 | INTRODUCTION

Model Predictive Control (MPC) is a control method
based on the principle of solving constrained finite-time
optimal control problems within each control cycle. The
most significant superiority of MPC compared to other
control methods is that the system constraints are added
to the problem. The response of the system in the pre-
determined horizon is predicted using the mathematical
model and the constraints. By using this prediction, a
control signal that minimizes the performance index is
calculated and applied to the real system. The numerical
optimization methods [1] are generally used for the solu-
tion of the MPC problem, and the aim is not only to han-
dle constraints but also to ensure stability [2, 3] and

feasibility [4]. In these methods, search algorithms try to
reach the optimal solution lying in the feasible region by
trial-and-error methods. The time required to obtain the
solution of constrained finite-time optimal control prob-
lems by using numerical optimization must be less than
the control cycle time, which can be deemed to be the
most critical disadvantage of MPC. Due to the challenges
in finding the optimal solution for long sampling times
that are primarily required for the control of the systems
with fast dynamics, the control equipment requires
high-speed processors, which increase the installation
costs. Therefore, the industrial applications of MPC are
often used in the low-order and relatively “slow” pro-
cesses [5, 6]. Hence, many researchers focus on increas-
ing the speed of the solution to improve the applicability
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of MPC [7, 8]. Silva et al. [9] offer an iterative MPC
method for constrained nonlinear systems to reduce com-
putational time. So, designers can use MPC in fast
dynamic systems [10, 11].

In the literature, in addition to the studies aimed at
increasing the convergence rate of numerical search
methods, suboptimal [12, 13] and explicit solution
methods [14–16] are studied. In suboptimal MPC studies,
an approximate solution is defined instead of achieving
the optimal control, and the calculation cost is reduced
with a little sacrifice from the performance. Scokaert
et al. [17] derived the suboptimality conditions and
discussed the relationship between stability and
suboptimality with and without terminal cost and
defined the rules. In the explicit methods, the optimal
control problem is solved offline within the feasible
region where the system status and inputs are defined,
and a control look-up table is created for possible scenar-
ios. At the online stage, the control signal is calculated by
using the gain values taken from the table and applied to
the system; thus, the calculation cost is reduced. In order
to guarantee the suboptimality of the offline solution
obtained, there are some studies combined with online
optimization. Zeilinger et al. [18] defined an explicit sea-
rch algorithm as a “warm start” and got suboptimal solu-
tion with online optimization. The online and explicit
suboptimal methods proposed in the literature have some
disadvantages in spite of its improved performance.
Firstly, although the speed increase in suboptimal MPC
is achieved, it has not reached the desired level and this
issue remains a hot topic in the near future. Also, the
dimension of the control look-up table created offline
increases exponentially with the number of the states,
inputs, and horizon length [19].

The primary motivation of this study is to obtain an
algebraic control law by decreasing the computational
time for the constrained LTI systems. The partially
continuous structure of system constraints makes the
mathematical calculations difficult. It is possible to
express constraints with smooth and differentiable
functions instead of inequalities [20]. By using these
so-called saturation-like functions, it is possible to
revise the dynamic equations of the system and obtain
equality constrained structures for MPC. There are
some studies in the literature related to this subject.
Malisani et al. [21, 22] transformed the constraints of
nonlinear systems to equality constraints by using the
interior penalty (barrier) method [23]. In this way, a
more easily solvable problem is created for the search
algorithm because the solution in each iteration step is
feasible. Graichen et al. [24, 25] redefined the nonlinear
system dynamics using the saturation-like functions. A
similar method is used in this study. By using the new

system dynamics, necessary and sufficient condition of
optimality is re-established, and the optimal control sig-
nal, which meets these conditions, is also calculated
with the help of the search algorithm. Utz et al. [26]
designed an MPC algorithm for the heat equation by
using this approach. While providing an innovative per-
spective, saturation-like function methods have some
difficulties. Since the problem definition is made for
nonlinear systems the obtained result is considered an
approach rather than a solution. For each nonlinear
system considered, transformations and equality con-
straints must be derived again. On the other hand, a re-
search algorithm is required for solving the problem. In
this paper, as a contribution to the studies for
saturation-like function approach the problem is nar-
rowed, and some practical solutions are proposed.

In this study, system constraints are expressed as a
saturation-like function by using the tanh function and
utilized in the optimization problem. The primary moti-
vation for using tanh instead of inequality constraint is to
obtain a continuous and differentiable optimization prob-
lem. The classical form of inequality constraints brings
discontinuity to the optimization problem, hence it
blocks the use of necessary conditions of optimality. It is
therefore not possible to find an algebraic solution with a
classical constraint form. To handle this problem, we use
tanh, which is a saturation-like function and approxi-
mately covers the conventional inequality constraint
form. The main advantage of using tanh is that it is a
smooth function, so that it is differentiable. Thus, we can
investigate the optimal solution via the necessary condi-
tions of optimality.

Besides, it is ensured that using tanh at the control-
ler output satisfies the input constraint. We form state
equations of the system via the batch method given in
[27] within a particular horizon, and a continuous and
differentiable model with equality constraints is formu-
lated. Because of the difficulty of finding a solution for
this function, which is obtained in a very closed form,
a two-step path is followed. In the first step, we solve
the optimization problem with respect to the input
constraints by assuming that system states are
unconstrained. Then, we construct a predicted system
response over the control horizon. The unconstrained
optimal control signal is obtained with the assumption
for inversion of the tanh function with constrained
codomain. In the second step, we substitute the result
acquired in the first step into the dynamic expression of
the system formed by tanh. A new equation is derived
with the assumption that there is a linear solution
ensuring the obtained equality. As a result, a
completely algebraic and tunable control rule is pres-
ented. Furthermore, a method is proposed for the
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tunable parameters. The result is shown to be sub-
optimal. The proposed MPC solution method is simu-
lated for three different sample systems, and the results
are presented in comparison with the classical solution
of MPC. It is shown that the proposed method is very
close in performance to the other methods while quite
superior in terms of speed.

The rest of the paper is organized as follows. Section 2
describes the optimization problem and system proper-
ties. Section 3 formulates the problem by substituting sys-
tem constraints into the optimization problem using tanh
function. The proposed MPC solution method and
analysis of the method are presented in Section 4. Finally,
Section 5 presents the simulation results, and Section 6
collects the conclusions.

2 | PROBLEM STATEMENT

We consider that discrete-time LTI systems are described
in state-space form

xk+1 =A:xk +B:uk, ð1Þ

in which xk ∈ Rn and uk ∈ Rr are state and input vec-
tors at discrete time k, A ∈ Rn × n and B ∈ Rn × r are
state andinput matrices. We assume throughout the
paper that (A,B) is controllable. In this paper, we focus
on linear, symmetric, and two-sided constraints, so a
feasible set of the variables is defined in a box (box
constraint). Another point is that we consider the con-
straints as actuators and system limitations, not as the
operational regions. Domains of state and control vector
are defined as

xk∈ −xc,xc½ �,uk∈ −uc,uc½ � ð2Þ

xc =

xc1
xc2

..

.

xcn

2
66664

3
77775, uc =

uc1
uc2

..

.

ucr

2
66664

3
77775: ð3Þ

where xc ∈ Rn and uc ∈ Rr denote constraints defined for
all of the states and inputs of the system. The quadratic
cost function is given as

J0 x0,Uð Þ= xTN :P:xN +
XN−1

k=0

xTk :Q:xk + uTk :R:uk, ð4Þ

where N is the horizon length, x0 corresponds to mea-
sured state vector; U ∈ Rr. N is the control vector over the

control horizon, whereas xN is the terminal state.
Q = Q0 ≥ 0, P = P0 ≥ 0 and R = R0 ≥ 0 are positive semi-
definite weighting matrices for the state, terminal state,
and control vector, respectively. The main purpose of the
optimization problem is to determine U*, which mini-
mizes J0(x0, U). The solution of the optimization problem
is searched in a polyhedral half-space, which is con-
structed by the set of the linear inequality constraints
given by (2) and (3) [27]. Thus, the constrained optimiza-
tion problem is defined as

J�0 x0ð Þ=min
U

J0 x0,Uð Þ
s:t: xk+1 =A:xk +B:uk, k= 0,1,…,N – 1

x0 = x 0ð Þ, j xk j ≤ xc, j uk j ≤ uc :

ð5Þ

3 | PROBLEM REFORMULATION

In this section, we convert the constrained optimization
problem into an unconstrained optimization problem
using the tanh function, which is a continuous, and
differentiable saturation-like function to describe con-
straints in dynamic equations. In this way, we can formu-
late the optimization problem in a more compact form.
First, we define the constraint function, φ(.), employing
the tanh:

φ xð Þ= ~xc:tanh ~x−1
c :x

� �
,φ uð Þ= ~uc:tanh ~u−1

c :u
� �

, ð6Þ

where ~xc∈Rn× n and ~uc∈Rr × r are diagonal matrices and
~xc = diag xc1, � � �,xcnf g , ~uc = diag uc1, � � �,ucrf g . Graphical
illustration of φ(.) is shown in Figure 1. As can be seen
from the figure φ(.) approximately expresses symmetric
and two-sided constraints and helps us to transform the
piecewise continuous optimization problem into a
continuous form.

Additionally, we revised the MPC scheme by using
φ(.) in MPC output, so the control signal must satisfy
input constraint. The revised MPC scheme is provided in
Figure 2.

The objective function (4) is reformulated via φ(.) as

J0 x0,Uð Þ=φ xNð ÞT:P:φ xNð Þ+
XN−1

k= 0

φ xkð ÞT:Q:φ xkð Þ

+φ ukð ÞT :R:φ ukð Þ
ð7Þ

Predicted state equations over the control horizon are
given in the set of equations given as follows:
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φ x1ð Þ= ~xc:tanh ~x – 1
c :x1

� �
= ~xc:tanh ~x – 1

c : A:x0 +B:~uc:tanh ~u – 1
c :u0

� �� �� �
φ x2ð Þ= ~xc:tanh ~x – 1

c :x2
� �

= ~xc:tanh ~x – 1
c : A:x1 +B:~uc:tanh ~u – 1

c :u1
� �� �� �

φ xNð Þ= ~xc:tanh ~x – 1
c :xN

� �
= ~xc:tanh ~x – 1

c : AxN−1 +B~uc:tanh ~u – 1
c uN – 1

� �� �� �
ð8Þ

where they can be presented in vectorial form as

φ

x1

..

.

xN

2
664

3
775

0
BB@

1
CCA= ~Xc:tanh ~X

−1
c

~A:

x0

..

.

xN−1

2
664

3
775+ ~B: ~Uc:tanh ~U

−1
c :

u0

..

.

uN−1

2
664

3
775

2
664

3
775

0
BB@

1
CCA

2
664

3
775,

ð9Þ

here ~Xc = blkdiag ~xc, � � �,~xcf g , ~Uc = blkdiag ~uc, � � �,~ucf g ,
~A= blkdiag A, � � �,Af g and ~B= blkdiag B, � � �,Bf g . The
revised optimization problem (7) is convex and has an
optimal solution in the same manner as (4) [27]. The
revised unconstrained optimization problem brings about
a highly nonlinear structure in a closed form, therefore it
is not possible to solve it with standard calculus of varia-
tion. On the other hand, the main advantage of this revi-
sion is to define xk ∈ Rn. N and uk ∈ Rr. N as
unconstrained variables by employing the functions of
φ(x) : Rn. N ! [−xc, xc] and (u) : Rr. N ! [−uc, uc]. The
new optimization problem is solvable using an
unconstrained numerical optimization method

[25]. However, we aim to find an utterly algebraic solu-
tion in this paper. In this way, we could eliminate numer-
ical methods and decrease calculation time to solve the
MPC problem. In the next section, we establish a method
to synthesize the algebraic (sub)optimal control rule.

4 | THE PROPOSED METHOD

In this section, we formulate the proposed solution
method for the constrained optimal control problem. The
primary motivation of the method is to solve the MPC
problem without any numerical optimization, hence to
decrease the calculation time of the solution. The pro-
posed method in this study has two steps. In the first step,
we assume that the system has only input constraints,
and then we obtain the optimal control signal via the
first-order necessary condition of optimality. In the sec-
ond step, we put the control signal, which is formulated
in the first step, into the dynamic equation of the system,
then we revised the control signal to satisfy feasibility.

4.1 | Step 1: Input constraint handling

In Chapter 3, we revised the MPC scheme by using tanh
in the output of the controller. Therefore, the controller
can guarantee feasibility under the input constraint. Pri-
marily, we neglect state constraints and assume that the
system has only input constraints. The objective function
is constructed by combining φ(u) with (4) and rewritten
as

J0 x0,Uð Þ=xTN:P:xN +
XN−1

k= 0

xTk :Q:xk +φ ukð ÞT:R:φ ukð Þ ð10Þ

Then we define state equations via batch method [27]
over the control horizon with the length of N.

X = SX :x0 + SU :φ Uð Þ, X =

x0

x1

..

.

xN

2
6666664

3
7777775
,U =

u0

u1

..

.

uN−1

2
6666664

3
7777775
,SX

=

I

A

..

.

AN

2
666664

3
777775,SU =

0 0 � � � � � � 0

B 0 � � � � � � 0

AB . .
.

…
. .
. ..

.

..

. . .
. . .

. . .
. ..

.

AN−1B � � � � � � � � � B

2
6666666664

3
7777777775
:

ð11Þ

The objective function can be reformulated for input
constraints over the control horizon.

FIGURE 1 Constraint vs. φ(.) [Color figure can be viewed at

wileyonlinelibrary.com] [Color figure can be viewed at

wileyonlinelibrary.com]

FIGURE 2 Revised MPC scheme [Color figure can be viewed

at wileyonlinelibrary.com]
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J0 x0,Uð Þ=XT :�Q:X +φ Uð ÞT :�R:φ Uð Þ, ð12Þ

where �Q and �R are block-diagonal matrices, which con-
sist of weighting matrices and �Q= blkdiag Q,Q, � � �,Pf g ,
�R= blkdiag R, � � �,Rf g: By inserting state equation 11 into
the objective function (12) we get

J0 x0,Uð Þ=φ Uð ÞTHφ Uð Þ+2xT0 Fφ Uð Þ+ xT0Yx0 ð13Þ

where H = SUT �QSU +R , F = SXT �QSU and Y = SXT �QSX .
Now, we can search for the first-order necessary condi-
tion of optimality. The gradient of the objective function
for control (decision) vector is

ruJ x0ð Þ=2H: ~Uc ~U
−1
c sech2 ~U

−1
c U

� �h i
: ~Uctanh ~U

−1
c U

� �h i
+2xT0 F: ~Uc ~U

−1
c sech2 ~U

−1
c U

� �h i
=0:

ð14Þ

Then we simplify the equation as follows

ruJ x0ð Þ= sech2 ~U
−1
c U

� �
: 2H ~Uctanh ~U

−1
c U

� �h i
+2xT0 F

� �
=0:

ð15Þ

Secant hyperbolic is defined as sech : R ! (0,n) and
we know that sech2 ~U

−1
c U

� �
6¼ 0 . So, equation 15 must

satisfy (16).

tanh ~U
−1
c U

� �
= − ~U

−1
c H−1FTx0 ð16Þ

At this stage, there is an inversion problem to solve
the equation. Left- and right-hand side of the equation
must be in (−1,1), because of tangent hyperbolic,
tanh : R ! (−1,1), and arctangent hyperbolic,
tanh−1 : (−1,1) ! R, are defined in a limited domain and
codomain. For this reason, we operate tanh for both sides
of equation 16.

tanh α1:tanh ~U
−1
c U

� �h i
= tanh −α1: ~U

−1
c H−1FTx0

h i
,

ð17Þ

In the equation, α1 is a tunable coefficient matrix. In
this way, it is ensured that both sides of the equation hold
in the interval of ( − 1,1), but the problem of inversion of
the equation persists. To overcome this problem, we use
the following assumption. A graphical illustration for
Assumption 1 is shown in Figure 3.

Assumption 1. There exists a suitable a ∈ R, and it
satisfies tanh(a. tanh(z)) ≈ tanh(z) for a scalar
variable,z ∈ Z ⊆ R.

The equation 17 is revised via Assumption 1.

~U
−1
c U = tanh−1 tanh −α1: ~U

−1
c H−1FTx0

h i� �
ð18Þ

Then we leave U alone in the equation. And, we get
(sub)optimal solution of MPC problem under input con-
straint, U�

u.

U�
u =KU :x0, KU = −α1H

−1FT ð19Þ

where KU is an offline parameter.

4.2 | Step 2: State constraint handling

In this section, we formulate (sub)optimal control signal
under state constraints by employing U�

u . In step 1, it is
assumed that the system has only passive saturation due
to input constraints. In Step 2, state constraints are used
as a function of tanh in all prediction steps of the control
algorithm. We put the control signal, U�

u , into the new
state equation 9, then we get

X = ~Xc:tanh ~X
−1
c : SX :x0 + SU :φ U�

u

� �� �� �
: ð20Þ

FIGURE 3 An example for Assumption ,|z| ≤ 10, a = 1.7

[Color figure can be viewed at wileyonlinelibrary.com]
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We know that the solution to this equation is always
feasible. We can assert that there is a feasible solution
which satisfies both linear and nonlinear equation for a
controllable system, as given in (20). Therefore, the state
equation is rewritten as

X = SX :x0 + SU :φ U�ð Þ, ð21Þ

where U* is (sub)optimal solution of MPC. By combining
(20) and (21)

SX :x0 + SU :φ U�ð Þ= ~Xc:tanh ~X
−1
c : SX :x0 + SU :φ U�

u

� �� �� �
ð22Þ

This approach means that there is an U* which
holds (20) as a result of controllability. At this stage,
we can generate (sub)optimal solution, U*, as a func-
tion of U�

u

tanh ~U
−1
c :U�

� �
= ~U

−1
c :SU

†: XT
c :tanh ~X

T
c : SX :x0 + SU :φ U�

u

� �� �� �
−SX :x0

h i
,

ð23Þ

where SU† =V 1S−1
1 U�

1 defined in (24) is Moore-Penrose
pseudoinverse [28] of nonsquare SU matrix and

SU =U:S:V� = U1 U2½ � S1 0

0 0

� 	
V1V 2½ ��: ð24Þ

V1, S1 and U1 are obtained via singular value decomposi-
tion of SU. Considering Assumption 1, and we obtain

U� = ~Uc:tanh
−1 tanh α2: ~U

−1
c :SU

†: ~Xc:tanh ~X
−1
c : SX :x0 + SU :φ U�

u

� �� �� �
−SX :x0

h i� �� �
ð25Þ

Thus, after simplification, we define the suboptimal
control rule as

U� =K1:tanh K2:x0 +K3:tanh K4:x0½ �½ �−K5:x0 : ð26Þ

We present this equation in a suitable form for
application. In the equation, K1, K2, K3, K4 and K5 are off-
line parameters and do not affect online computation
time.

K1 = α2:SU†:~Xc, K2 = ~X
−1
c SX, K3 = ~X

−1
c SU:~Uc,K4

= − ~U
−1
c α1H−1FT, K5 = α2:SU†:SX:

ð27Þ

4.3 | Tuning of the controller

The proposed method provides tunable parameters for
designers. Designer can tune α1 and α2, which are added
to control rule owing to Assumption 1, in order to
improve the performance of the control system for differ-
ent cases. Now, we offer a method to tune the parameters.
Firstly, we restate the approximation in Assumption 1 as

z≈a:tanh zð Þ: ð28Þ

Then we make an error definition for this
approximation

e= z−a:tanh zð Þ½ �2: ð29Þ

To obtain the parameter of a, which minimizes e, we
take the derivative of e

de
da

= −2tanh zð Þ z−a:tanh zð Þ½ �=0, ð30Þ

then it gives optimum a,

a� =
z

tanh zð Þ , z 6¼ 0: ð31Þ

We want to extend the optimum value of a to vecto-
rial form. We rewrite (31) like in (32) by using
z= z0z1� � �zN½ � and H(z) = diag{tanh(z0), tanh(z1), � � �,
tanh(zN)}.

a zð Þ= H zð Þ−1:z , x0 6¼ 0

I , x0 = 0

(
, ð32Þ

In this study, we use z = − H−1FTx0, which is the
solution of the unconstrained FOPC problem to deter-
mine a. Thus, a evolves in the function of x0 and
α1(x0) = α2(x0).

4.4 | Analysis of the method

In this subsection, we examine the solution in terms of
optimality, feasibility, and stability. It is considered that
the system is linear and stable. The proposed method
consists of two steps. In the first step, we formulate con-
trol rules under the assumption that the system has only
input constraints. The control rule is optimal because the
optimization problem is reformulated via tanh, and then
it is solved via the first-order necessary condition of

6 DURSUN ET AL.



optimality. The optimal control signal, U�
u holds input

constraints because of the soft-saturated MPC scheme
given in Figure 2.

In the second step, we improve/punish U�
u to hold

state constraints in the feasible region. The resulted con-
trol law given in (26) covers all the constraints for every
prediction step. We investigate the suboptimality of the
proposed algebraic method as if it was a search algo-
rithm. We can define with the following inequality for
the performance measures of U�

u and U*.

J�0 ≤ J0 x0,U�ð Þ≤ J0 x0,U�
u

� � ð33Þ

In the inequality, J�0 is the unknown optimal value of
the revised objective function given in (7). As a monoton-
ically increasing function, tanh causes in monocity of the
equation 7. Therefore, decreasing the energy of the con-
trol signal causes fewer performance measures.

U� ≤U�
u ) J0 x0,U�ð Þ≤ J0 x0,U�

u

� � ð34Þ

Definition 1 gives the condition to identify a solution to
an optimization problem as σ-suboptimal [29].

Definition 1. Ĵ is a σ-suboptimal solution of an optimi-
zation problem that satisfies Ĵ−J� ≤ σ, if J* < ∞.

Firstly, we use ε ≥ γ ≥ 0 coefficients to adapt
Definition 1 in our problem. We construct the following
inequalities for obtained solutions in Step 1 and Step 2.

J0 x0,U�
u

� �
−J�0 ≤ ε, J0 x0,U�ð Þ−J�0 ≤ γ ð35Þ

We rearrange (35) to eliminate unknown parameter,
J�0,

0≤ J0 x0,U�
u

� �
−J0 x0,U�ð Þ≤ ε−γ: ð36Þ

This inequality holds (34). Therefore, the solution of
the proposed method is σ-suboptimal defined in
Definition 1.

The essential expectation from the method is to
reduce the computation time of MPC with a solution that
is close to the optimal solution as much as possible. We
do not aim to improve MPC performance. Given assump-
tions lead to reduce mathematical complexity of MPC by
sacrificing the exact optimal solution. We investigate a
suboptimal solution instead of the optimal solution. The
closed-loop presentation of the control law is written for
feasibility and stability analysis asU(t) = f(x0(t)) =U*(x0(t))
and Xf is the terminal set xN ∈ Xf. Usage of tanh results in

a more conservative MPC scheme, but the solution is
founded analytically. Thus, we overcome computational
complexity, which is a result of conservatism by eliminat-
ing online optimization. The feasibility property of the
proposed method could be analyzed with the following
theorem [27].

Theorem 1. The control law f(x0(t)) and (5) with N ≥ 1
is persistently feasible if Xf is a control invariant set
for the system (1).

Proof. Tanh is employed for holding x and u in the
feasible region. For all prediction step xi= A. xi − 1+Bui − 1,
1 ≤ i ≤ N and xi ∈ Xf is satisfied, so Xf is control invariant,
and the control law is feasible.

Additionally, in [30], the authors show that the opti-
mization problem is feasible if (A,B) is stabilizable, A is
stable and N is sufficiently large. In literature, stability
property is investigated by using penalty term, P, and pre-
diction horizon length, N. P and N directly affect both the
control performance and stability of the constrained
MPC. In [31], it is stated that if the solution of MPC is
feasible and N is large enough to cover transient response
of the system, then it is possible to determine a Lyapunov
function to guarantee stability [32]. Therefore, increasing
horizon length ensures stability. On the other hand, in
classical MPC, long-horizon length means a long dura-
tion time. The main advantage of the proposed method
in this paper is to eliminate the computational time of
MPC. Therefore, we are able to increase N in order to
guarantee stability with a small effect on duration time.
Additionally, we show that the feasibility of the control-
ler is satisfied in every prediction step, thanks to tanh.
Thus, in this method, it is possible to guarantee stability
with a sufficient N due to system dynamics.

4.5 | Summary

In this subsection, we summarize the proposed method.
If the LTI system has only input constraints, (19) presents
the optimal solution. If the LTI system has both input
and state constraints, (26) and (27) present a suboptimal
solution. The parameters α1 and α2 can be adjusted by
designers to achieve better control performance. In this
paper, we offer and present α1 and α2 as a function of x0
in (32).

5 | SIMULATION

In this section, we test the proposed method using simu-
lations and present the results. We select systems with
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different levels of difficulty. In the first example, the
method is tested on a double-integrator system such as
given in [33]. This example is relatively simple because
the system has one input and two states. Therefore, the
MPC needs less time to calculate the control signal. In
the second example, a linear 4D system produced
randomly in [18] is tested. With four states and two
inputs, the system is more complicated than a double
integrator. In the third and last example, we demonstrate
the performance of the method on a nonlinear system
studied in [34].

In all examples, weighting matrices are determined
via Bryson normalization [35]. Normalized weighting
matrices are given in (37) as a function of constraints.

Q=P=

∂21
xc1ð Þ2 0 0

0 . .
.

0

0 0
∂2n
xcnð Þ2

2
66666664

3
77777775
,
X

i
∂2i =1, R= ρ

β21
uc1ð Þ2 0 0

0 . .
.

0

0 0
β2r
ucrð Þ2

2
6666664

3
7777775
,
X

i
β2i = 1:

ð37Þ

In the equation α, β and ρ denote weighting coeffi-
cients of state to state, input to input, and state to input,
respectively. We chose the horizon length as N = 10 in all
examples. Simulations including system dynamics and
constraints are founded in the Simulink® environment.
SU

+ is calculated via MATLAB® pinv function. Besides,
we construct classical suboptimal MPC for comparison.
System equations are defined over the horizon via the
batch method, and the control problem is solved via
YALMIP [36] and SeDuMi [37] solver. The computation
time of the control signal is measured via MATLAB® tic
and toc functions. In all examples, we force systems to
constraints. We inform about other specifications within
the following examples.

Example 1. We first exemplify the double-integrator
problem [33] as a “simple” system. The system is
sampled with a sampling time Ts = 0.1 seconds and
state-space presentation are given in (38). Con-
straints vectors are, xc = 11½ �T and uc = [2]; initial
condition is x0 = 0.99xc; weighting coefficients are
∂21 = 0:05, ∂22 = 0:95, β21 = 1, ρ = 1.

xk+1 =
1 0

0:1 1

� 	
xk +

0:1

0:005

� 	
uk, ð38Þ

Simulation results are provided in Figure 4. Perfor-
mance measurements are J1 = 0.6489 and J2 = 0.6429 for
classical MPC and proposed method, respectively. Com-
putation time is measured nearly as 0.216 seconds and

0.000007 seconds for classical MPC and proposed
method, respectively.

Example 2. In this example, we test the method on a
“higher” order system, which is generated ran-
domly in [18]. The system is sampled with a sam-
pling time Ts = 0.1 sec and state-space presentation
is given in (39). The system has two inputs and four
states; because of this situation, the calculation of
the control signal gets more time-consuming. Con-
straints vectors are, xc = [0.1 2 2 2]T and uc = [1 2]T;
the initial condition is x0 = 0.99xc; weighting coeffi-
cients are β21 = β22 = 0:5 , ρ = 1,
∂21 = ∂22 = ∂23 = ∂24 = 0:25.

xk+1 =

−0:251 0:114 0:123 −0:433

0:319 −0:658 0:905 0:118

0:459 −0:484 −0:175 −0:709

0:016 0:116 −0:002 −0:505

2
666664

3
777775xk

+

−0:873 0:879

0:669 0:936

−0:353 0:777

0:268 −0:336

2
666664

3
777775uk,

ð39Þ

The simulation results of Example 2 are given in
Figure 5. Performance measurements are J1 = 0.2851 and
J2 = 0.2118 for classical MPC and proposed method,
respectively. Computation time is measured nearly as
0.227 seconds and 0.0000034 seconds for classical MPC
and proposed method, respectively.

Example 3. We examine the performance of the method
on a hydraulic test rig, which has nonlinear dynam-
ics and given in [34]. Linearized model for Ts= 0.001
sec is given in (40). In this example, we want to
observe the control performance under nonlinearity
conditions by holding the challenging sampling
time. Constraints vectors are, xc = [2 700 50000]T

and uc = [5]; the initial condition is x0 = 0.5xc;
weighting coefficients are β21 = 1 , ρ = 1
∂21 = 0:9,∂22 = 0:09,∂23 = 0:01.

xk+1 =

0 1 3468:10−10

7825:10−7 −2358:10−4 4576:10−7

1,032 −1630 −0:3251

2
64

3
75xk +

0:05346

139,2

183600

2
64

3
75uk,
ð40Þ

The simulation results of Example 2 are shown in
Figure 6. Performance measurements are J1 = 0.034 and
J2 = 0.024 for classical MPC and proposed method,
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respectively. Computation time is measured nearly as
0.22 seconds and 0.000012 seconds for classical MPC and
proposed method, respectively.

The simulation results demonstrate that the computa-
tion time of MPC drastically decreased. The calculation
problem is reduced in a function evaluation problem. By
using offline parameters defined in (32) and measured
state vector control function is evaluated. The achieve-
ment of the method can be observed from examples,
especially form Example 3, in which the control system
has a challenging sampling time.

Control performance improvement is not the primary
purpose of this paper. Simulation results show that the pro-
posed method improves control performance for given cases
but not effective. On the other hand, it is possible to improve

performance by adjusting α1 and α2, besides, we use (32)
to tune the parameters. In this paper, we aim to get a solu-
tion as close as possible to classical MPC with efficient
computation time in order to improve the applicability
of MPC.

6 | CONCLUSION

In this paper, a novel method is presented to solve the
constrained MPC problem for LTI systems. In this
method, we used the tangent hyperbolic function to
describe the system's constraints successfully. We put
constraints as a function of tanh into dynamic equations
of system and objective function. Therefore, we obtained
an unconstrained optimization problem that is continu-
ous and differentiable. The main contribution of this
paper to the literature is to define a completely algebraic
solution for MPC without any numerical methods. The
method consists of two steps. In the first step, we assume
that the system has only input constraints. Under this
assumption, we calculate optimal control via first-order
necessary conditions of optimality. In the second step, we
claim that there exists a solution that results in the same
state trajectory obtained in the first step and satisfies
system dynamics and constraints. Finally, we synthesize
the suboptimal control rule. In both steps, we accomplish
the inversion problem of tanh thanks to Assumption 1.
The proposed method is tested using simulations, and the
control performance is demonstrated on low-order linear,
high-order linear, and nonlinear systems. A classical sub-
optimal MPC, which is constructed via the batch method
and solved via Yalmip and SeDuMi, is used for the

FIGURE 4 Control results for Example [Color figure can be

viewed at wileyonlinelibrary.com]

FIGURE 5 Control results for Example [Color figure can be

viewed at wileyonlinelibrary.com]

FIGURE 6 Control results for Example [Color figure can be

viewed at wileyonlinelibrary.com]
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comparison with our method. We observe that the
method dramatically reduces the computation time of
MPC in the simulation tests. Additionally, as shown in
the examples, our method provides better results than
classical suboptimal MPC concerning the control
performance.

For further studies, the method is open to develop-
ment. This procedure we suggested could be enlarged
in a specific group of nonlinear systems. Also, the
method can be enlarged to other types of constraints,
such as operational limitations and nonlinear con-
straints. We argue that it is possible to handle con-
straints in optimal control problems with tanh and to
relax mathematical limitations with specific assump-
tions. Therefore, focusing on the direct and algebraic solu-
tion of MPC would improve the applicability of MPC in
real-world implications.
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