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Abstract

CMS is a general purpose experiment, designed to study the physics of pp
collisions at 14 TeV at the Large Hadron Collider (LHC). It currently involves
more than 2000 physicists from more than 150 institutes and 37 countries. The
LHC will provide extraordinary opportunities for particle physics based on
its unprecedented collision energy and luminosity when it begins operation in
2007.

The principal aim of this report is to present the strategy of CMS to explore
the rich physics programme offered by the LHC. This volume demonstrates
the physics capability of the CMS experiment. The prime goals of CMS are to
explore physics at the TeV scale and to study the mechanism of electroweak
symmetry breaking—through the discovery of the Higgs particle or otherwise.
To carry out this task, CMS must be prepared to search for new patrticles,
such as the Higgs boson or supersymmetric partners of the Standard Model
particles, from the start-up of the LHC since new physics at the TeV scale may
manifest itself with modest data samples of the order of a few d less.

The analysis tools that have been developed are applied to study in great
detail and with all the methodology of performing an analysis on CMS data
specific benchmark processes upon which to gauge the performance of CMS.
These processes cover several Higgs boson decay channels, the production and
decay of new particles such @Zsand supersymmetric particle; production
and processes in heavy ion collisions. The simulation of these benchmark
processes includes subtle effects such as possible detector miscalibration and
misalignment. Besides these benchmark processes, the physics reach of CMS
is studied for a large number of signatures arising in the Standard Model
and also in theories beyond the Standard Model for integrated luminosities
ranging from 1fb! to 30fb~1. The Standard Model processes include QCD,
B-physics, diffraction, detailed studies of the top quark properties, and
electroweak physics topics such as te and Z° boson properties. The
production and decay of the Higgs particle is studied for many observable
decays, and the precision with which the Higgs boson properties can be
derived is determined. About ten different supersymmetry benchmark points
are analysed using full simulation. The CMS discovery reach is evaluated
in the SUSY parameter space covering a large variety of decay signatures.
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Furthermorethe discovery reach for a plethora of alternative models for new
physics is explored, notably extra dimensions, new vector boson high mass
states, little Higgs models, technicolour and others. Methods to discriminate
between models have been investigated.

This report is organized as follows. Chapter 1, the Introduction, describes
the context of this document. Chapters 2—6 describe examples of full analyses,
with photons, electrons, muons, jets, missig B-mesons and’s, and for
quarkonia in heavy ion collisions. Chapters 7—15 describe the physics reach
for Standard Model processes, Higgs discovery and searches for new physics
beyond the Standard Model.
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Chapter 1. Introduction

The Large Hadron Collider (LHC) [1], at the CERN Laboratory, the European Laboratory for
Particle Physics, outside Geneva, Switzerland, will be completed in 2007. The LHC will be

a unique tool for fundamental physics research and will be the highest energy accelerator in
the world for many years following its completion. The LHC will provide two proton beams,
circulating in opposite directions, at an energy of 7 TeV each (centre-of-giaiss14 TeV).

The CMS experiment [23] is a general purpose detector at the LHC to explore physics at an
unprecedented physics energy scale, namely that at the TeV scale [4-6]. It is expected that
the data produced at the LHC will elucidate the electroweak symmetry breaking mechanism
(EWSB) and provide evidence of physics beyond the Standard Model. CMS will also be
an instrument to perform precision measurements, e.g., of parameters of the Standard Model,
mainly as a result of the very high event rates, as demonstrated for a few processesInITable

for a luminosity of£ = 2 x 10*3cm?s~. The LHC will be a Z factory, a W factory, a b quark
factory, a top quark factory and even a Higgs or SUSY particle factory if these new particles
have TeV scale masses.

The Physics Technical Design Report (PTDR) reports on detailed studies that have been
performed with the CMS detector software and analysis tools. The CMS detector and its
performance are described in detail in Volume 1 of the PTDR [7], while in the present Volume
(Volume 2) the physics reach with the CMS detector is explored.

The CMS detector, shown in Fid.1, measures roughly 22 metres in length, 15 metres
in diameter, and 12,500 metric tons in weight. Its central feature is a huge, high field (4 tesla)
solenoid, 13 metres in length, and 6 metres in diameter. Its “compact” design is large enough
to contain the electromagnetic and hadron calorimetry surrounding a tracking system, and
allows a superb muon detection system. All subsystems of CMS are bound by means of the
data acquisition and trigger system.

In the CMS coordinate system the origin coincides with the nominal collision point at the
geometrical center of the detector. Thdirection is given by the beam axis. The rest frame
of the hard collision is generally boosted relative to the lab frame along the beam direction,
6 is the polar angle with respect to tkeaxis andg the azimuthal angle with respect to the
LHC plane. The detector solid angle segmentation is designed to be invariant under boosts
along thez direction. Thepseudorapidityn, is related to the polar angke and defined as
n = —In(tan(6/2)). The transverse momentum compongfxis is given bypr = psiné
and similarlyEr = Esing is the transverse energy of a physics object.

The experiment comprises a tracker, a central calorimeter barrel part| fgrl.5, and
endcaps on both sides, and muon detectors. The tracking system is made of several layers of
silicon pixel and silicon strip detectors and covers the re¢or: 2.5. The electromagnetic
calorimeter consists of lead tungstate (Pb)/@rystals covering|n| < 3 (with trigger
coverage || <2.6). Its resolution at the initial luminosity (£2x 10®3cm=—2s7!) is
AE/E = 3%/+E @ 0.5%.The surrounding hadronic calorimeter uses brass/scintillator tiles
in the barrel and endcaps. Its resolution for jets, when combined with the electromagnetic
calorimeter, iSAE/E = 100%A/E & 5%. The region 3< || <5 is covered by forward
calorimeters with a resolution ckE/E = 180%/A/E & 10%. Muons are measured in gas
chambers in the iron return yoke. The muon momentum measurement using the muon
chambers and the central tracker covers the ragge 2.4 with a resolution ol pr/pr = 5%
at pr=1 TeV andApr/pr=1% at py =100 GeV. The muon trigger extends over the
pseudorapidity ranggy| < 2.1.

In total CMS has~ 1(? data channels that are checked each bunch crossing. The design
data-size per event is about 1 MB. At start-up it is essential to allow for a larger event size,
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Table 1.1. Approximate event rates of some physics processes at the LHC for a luminosity of
£ =2x10%cm2s1, For this table, one year is equivalent to 20%b

Process Events/s Events/year
W — ev 40 4x 108
Z—>ee 4 4% 10
tt 1.6 1.6x 107
bb 100 10%3
§g(m=1TeV) 0.002 2x 10
Higgs (m = 120 GeV) 0.08 8x 10°
Higgs (m = 120 GeV) 0.08 8x 10°
Higgs (m = 800 GeV) 0.001 10t
QCD jetspr > 200 GeV 16 10°
SUPERCONDUCTING CALORIMETERS
CoIL ECAL HCAL
Scintillating scintillator/brass
PbWO4 crystals sandwich

IRON YOKE

TRACKER

Silicon Microstrips
Pixels

Total weight : 12,500t ]
Overall diameter: 15 m ENDCAPS
Overall length : 21.6 m MUON BARREL &

Magnetic fiald : 4 Tesla Drift Tube Resistive Plale Gathode Strip Chambers (CSC)
Chambers (DT)  Chambers (RPC)  Resistive Plate Chambers ( RPC)

Figure 1.1. Three dimensional view of the CMS detector, and its detector components.

up to 1.5 MB per event, in order to be able to thoroughly study and understand the detector
performance.

This Volume is organised in two parts. In the first part a number of physics channels
challenging for the detector are studied in detail. Each of these channels is associated with
certain physics objects, such as electrons, photons, muons, jets, missiagd so on.

The analyses are performed in a fully realistic environment as the one expected for real

data. Methods on determining the backgrounds from the data as well as on evaluating the
experimental systematic effects, e.g., due to miscalibration and misalignment, resolution and
signal significance are developed. In short these analyses are performed imitating real data
analyses to the maximum possible extent.

In the second part the physics reach is studied for a large number of physics processes, for
data samples mostly with luminosities in the range of 1 to 38 flexpected to be collected
during the first years of operation at the LHC. Standard model measurements of, e.g., W
and top quark mass determinations are studied; many production and decay mechanisms for
the SM and MSSM Higgs are studied, and several models beyond the Standard Model are
explored.
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1.1.The full analyses

In total 11 analyses were studied in full detail. All the studies were performed with detailed
Geant4 based simulation of the CMS detector and reconstruction of the data, including event
pile-up, and a detailed analysis of the systematics.

The H — yy analysis covers one of the most promising channels for a low mass Higgs
discovery and for precision Higgs mass measurement at the LHC. This channel has been an
important motivation for the design of the electromagnetic calorimeter (ECAL) of CMS. It
is used here as a benchmark channel for identifying photons with high purity and efficiency,
and as a driver for optimising the ECAL energy resolution and calibration of the analyses.
Furthermore, new statistical techniques that make use of event kinematics and neural network
event selection algorithms have been used to enhance the sensitivity in this channel.

The analysisH — ZZ — 4 electrons covers electron identification and selection
optimisation. In particular, the classification of electron candidates according to quality
criteria which depends on their passage through the material of the tracker was studied, and
the impact on the Higgs search quantified.

The same process has been studied in the muon decay chdnnel Z — 4. This
process is an important benchmark for optimising the muon analysis tools. It is one of the
cleanest discovery channels for a Standard Model Higgs with a mass up to 600°GeV/c
Methods to minimise the systematics errors have been developed.

The channeH — WW — 2u2v is of particular importance if the mass of the Higgs is
around 165 GeV /& and is again an interesting muon benchmark channel. The challenge is to
establish with confidence a dimuon excess, since this channel does not allow reconstruction
of the Higgs mass on an event by event basis. The event statistics after reconstruction
and selection is large enough for an early discovery, even with about' ibintegrated
luminosity, provided the systematic uncertainty on the background can be kept well under
control.

The production of a new gauge boson with a mass in the TeV range is one of the possible
early discoveries at the LHC. The clean final state for the decays into twhilgiptons leads
to a clearly detectable signal in CMS. The chandel> uu was selected as a benchmark to
study muons withpr in the TeV/c range. Dedicated reconstruction techniques were developed
for TeV muons and the experimental systematics e.g. due to misalignment effects were studied
in detail.

Jets will be omnipresent in the LHC collisions. The analysis of dijets events and the dijet
invariant mass has been studied in detail. A pre-scaling strategy of the jet threshold for the
trigger, in order to allow a dijet mass measurement starting from approximately 300 &eV/c
has been developed. Calibration procedures, and experimental and theoretical systematics
on the dijet mass distribution have been evaluated in detail. The results were interpreted as
sensitivities to new physics scenarios.

The determination of the missing transverse momentum in collisions at a hadron collider
is in general a difficult measurement, since it is very susceptible to detector inefficiencies,
mis-measurements, backgrounds such a halo muons or cosmic muons, and instrumental
backgrounds. On the other hand, it is probably the most striking signature for new physics
with escaping weakly interacting particles, such as the neutralinos in supersymmetry. A low
mass mMSUGRA SUSY benchmark point was selected to exercise a full analysis, including
techniques to suppress spurious backgrounds as well as QCD residual contribution due to
mis-measurements. Techniques to calibrateB#ES with known Standard Model processes
have been also developed. Such a low mass SUSY scenario could already be detected with
0.1fb! of data with a well understood detector and well controlled background.
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The decayBs — J/v ¢ is chosen as a benchmark channel since it is representative of
exclusiveB-physics studies. It allows to study the capability of CMS to identify, select and
reconstruct a fully reconstructed decay of Bigwhich presents a significant challenge due to
its relatively low momentum and high background. In addition, the measurement is performed
of the width differenceAT” on a sample of untaggel — J/v¢ — u*u~ K*K~ candidates
using a maximum likelihood fit of the time dependent angular distribution.

The detection of the particle will be very important at the LHC since, a clear excess of
production is also a sign of new physics. Theelection and analysis tools have been used to
search for and measure the A/H heavy Higgs bosons in the MSSM. Various decay channels of
the r have been considered, andagging tools have been deployed and refinea-t#igger
is very challenging but necessary for these physics studies, and has been studied in detail.

The process of associated production of a Higgs particle with top quarks, and with the
Higgs decaying into b-quarks, is no doubt one of the most challenging channels studied in this
part of the TDR. The physics interest is high since, this channel gives access to a measurement
of the H — bb decay and thus, to the Yukawa coupling of the Higgs to the b quark. The
inclusiveH — bb production channel cannot be used due to a too large @iftiackground.
Thisanalysis uses techniques to tag b quarks and calibration methods to reconstruct top quarks
from multi-jet decays. Furthermore, the backgrounds sucti gt-jet have been carefully
examined. The results demonstrate that this will be a very challenging measurement even
with the highest luminosity in the first phase of the LHC operation.

Finally, a benchmark channel for heavy ions collisions was studied. Quarkbhig Y)
were reconstructed and measured via the two muon decay modes. The particular challenge
is an efficient track reconstruction in an environment of 2000 to perhaps even 5000 tracks
produced per unit of rapidity. The analysis shows that the detection of the quarkonia is possible
with reasonable efficiencies and leads to a good event statistics for detailed studies of the
“melting” of these resonances in a hot dense region.

In general, these detailed studies in this first part of the PTDR have demonstrated that the
CMS experiment is up and ready to meet the challenge, and can deliver measurements with
the quality and precision as anticipated from its detector design.

1.2. The physics reach

The physics reach of the Report contains three main parts: Standard Model processes, Higgs
searches and measurements and searches beyond the Standard Model.

The Standard Model sections contain a study of the strong interactions, top quark physics
and electroweak physics. Jet production is revisited but this time to measure inclusive single
jet pr spectra, with emphasis placed on the experimental uncertainties related to such a
measurement. The underlying event is still enigmatic, and procedures are outlined to get
better insight with the first LHC data. B-hadrons will be copiously produced at the LHC
and inclusive B production anB. production have been studied. At the LHC about one top
quark pair is produced per second. Such a huge sample of top quarks allows for detailed
measurements of the top quark properties such as cross sections and mass, spin properties,
single top production, and searches for new physics in top decays. A detailed study on the
mass measurement precision, limited by the systematics errors, is reported. In the electroweak
part of this chapter, the production of W and Z bosons is discussed, as well as multi-boson
production, and a precise measurement of the Drell-Yan process. The precision with which
the mass of the W boson can be determined is analysed.

One of the main missions of the LHC is the discovery of the origin of the electroweak
symmetry breaking mechanism. Therefore, the search for the Higgs particle is a major task
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for the experiments. The Higgs particle search is studied for the SM and MSSM Higgs(es)
in the full mass range starting from the LEP exclusion limits. Detailed systematic studies
were included in the estimates for the integrated luminosity needed fordisGovery. The
methods used to calculate the Biscovery limit are detailed in Appendix A. Over a large
range of Higgs boson masses, a discovery is possible with a féwit for the interesting

mass region below 130 Ge\?/c10 fb* will be needed. MSSM Higgs discoveries are studied

both for neutral and charged Higgs particles, and discovery regions are presented. Finally, the
Higgs chapter also contains studies of other scalar particles such as the radion that emerges in
models with warped extra dimensions, and a double charged Higgs that may be produced in
Little Higgs scenarios.

The LHC will probe the TeV energy scale and is expected to break new ground.
An important part of the CMS program will be to search for new physics. If low mass
supersymmetry exists it will be within the reach of the LHC. The studies in this Report
are mainly signature based, to test the discovery potential in as many channels as possible,
using a number of chosen benchmark points covering a large part of different signatures. The
discovery reach for scenarios with extra dimensions, and new vector bosons high mass states
are analysed using several different experimental signals. The methods used to calculate the
50 discovery limit are detailed in Appendix A. Finally alternative signatures for new physics
such as technicolour, contact interactions, heavy Majorana neutrinos, heavy top in Little Higgs
models, and same sign top quarks have been analysed.

While many signals and processes have been studied, it was not the goal of this PTDR
to study and to include all possible channels to give a full physics review. Besides, what
is contained here in this Report, there are other ongoing analyses nearing completion on
topics such as GMSB SUSY, UED extra dimensions, split SUSY scenarios, invisible Higgs
production, TGC sensitivity of dibosons, strongly interacting vector boson scattering, and
others. The channels included in this Report have however, been very instrumental to test and
deploy the tools and techniques for performing physics studies with CMS at the LHC.

1.3. Tools used in the studies for the PTDR

1.3.1. Detector simulation and reconstruction

For the studies presented in this TDR, the CMS detector response was simulated using the
packagepscar [8]. It is an application of the Geant4 [9] toolkit for detector description and
simulation.oscar is used to describe the detector geometry and materials. It also includes
and uses information about the magnetic fietdcar reads the individual generated
events and simulates the effects of energy loss, multiple scattering and showering in the
detector materials with Geant4. The digitisation (simulation of the electronic response), the
emulation of the Level-1 and High-Level Triggers (HLT), and the offline reconstruction of
physics objects were performed with the CMS full-reconstruatieen package [10].

A number of analyses for the physics reach studies were performed with the fast
parameterised simulatiammos [11]. FAmos has been tuned to the detailed simulation and
reconstruction and is roughly about a factor 1000 fastemos allows to perform, e.g.,
accurate sensitivity scans in a large parameter space of a model for new physics.

1.3.2. Pile-up treatment

The total inelastic cross section at the LHC is assumed tetbe 80 mb. The LHC will
operate at a bunch crossing rate of 40 MHz. Only 80 % of the bunches will be filled , resulting
in an effective bunch crossing rate of 32 MHz. The instantaneous luminosity in the first
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two years after start-up is expected tobe- 2 x 10**cm=2s~! and subsequently upgraded
to £L=10**cm2s! in a second phase. The average number of inelastic non-diffractive
interactions per bunch crossipgis 1 = 25 at high ande = 5 at low luminaosity.

Both the detailed simulation and reconstruction chasitar /orca andramos allow the
overlay of pile-up events, according to a Poisson distribution with averaga top of real
signal events, exactly as for real data. These events were sampled from a data base of 600K
minimum bias events, generated with parameters discussed in Appendix C.

All the studies reported in this TDR include the effects of pile-up on the signal. For
all studies with luminosities up to 60 fb © =5 was used. Several techniques have been
developed to minimise the effect of pile-up, and have been used in the studies reported in this
TDR. Both in-time and out-of-time pile-up has been included.

1.3.3. Systematic effects on measurements

The results of the PTDR Volume 1 were used to form the baseline for all systematic studies
in this Volume. Systematic effects include energy scale uncertainties for the calorimeters,
effects of misalignment, uncertainties in the background estimation either from theory or from
techniques to estimate these backgrounds from data. Misalignments of the tracker and of the
muon system expected at the initial and at the well-advanced stages of the data taking have
been taken into account by using two misalignment scenarios developed in the framework of
the CMS reconstruction.

A comprehensive review on the experimental and theoretical systematics used in this
PTDR is presented in Appendix B.

1.3.4. Event generators

The studies for this physics TDR have been performed with a variety of event generators,
suitably chosen for each processes studied. The main work-horsevmas,, the general
multi-purpose generator, and in some case checks have been performegirvitic. More
specialised generators which include a more complete description of the relevant matrix
elements, have been used for a number processes, as detailed in the analysis reports. A list
of generators used in this TDR is given in Appendix C.

An important aspect for the LHC, is the QCD multi-jet production in various physics
channels, and a correct and thorough understanding of Standard Model processes such as
W +jets, Z +jets andt + jet production will be paramount before discoveries can be claimed
in channels such as jetsEf"ss and jets + leptons. CMS will measure these Standard Model
processes in an early phase of the experiment, to reduce the impact of inherent uncertainties
in the Monte Carlo models on searches and discoveries, using methods demonstrated in this
TDR. These will allow estimation of the expected backgrounds directly or will allow to tune
the generators in order to use these with increased confidence in regions of phase space not
directly accessible with measurements from the data.

Generators with multi-parton final states are available at Leading Order (LO) for most
Standard Model processes. Recently, Next to Leading Order (NLO) generators have become
available as well, be it for a more restricted number of processes. Sophisticated algorithms
that match the hard jets generated by the matrix elements, with the softer parton jets, have
become available. An example is tkeeGeEn generator, which has been used for some studies
and comparisons in this Report. For some of the detailed analyses, sucrEgtew mass
SUSY search, it was shown that the effect of usingGen instead ofeytaia did not lead to
different result, while for other analyses, such as background to ttH production, the difference
was important.
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Anotherdifficulty in the estimation of the background to processes is the rate of QCD
multi-jet events. Typically, samples of events of more thahdrdl(® events would be needed
to cover possible tails. Detailed simulation of such background samples cannot be easily done,
and therefore, other approaches were taken in this TDR. These include pre-selections at the
generator level, fast simulation of large samples and factorising the efficiencies of independent
selections cuts.

Hence, one has to keep in mind that the exact results presented in this TDR could depend
on the generators. They should therefore, be taken as an indication albeit a good indication of
what can be expected at the LHC.

1.3.5. Parton distributions and higher order corrections

One of the key differences between a hadron ance’at collider is that for hadrons

the partons collide with a strongly varying incident energy, given by the distribution of the
longitudinal momentum fractiox of the parton in the proton. These parton densities are
determined from data, in particular from deep inelastic scattering data and other measurements
of hard scattering processes. Several groups have fitted parton distribution functions (PDFs)
to these data, e.g., the CTEQ [12] and MRST [13] groups.

For the studies in this report, the simulated event samples were generated with CTEQS5L
but CTEQ6 was used to normalise cross sections and to study the PDF uncertainties. CTEQ
6.1 has 40 different error PDFs, 20 PDFs at positive error, and 20 PDFs at negative error.
We use the CTEQ6.1M eigenvector PDF sets [12] and the “master” equations as detailed
in Appendix B to evaluate the uncertainties characterising current knowledge of the parton
distributions.

The precise knowledge of the parton distributions will remain an extremely important
subject for the physics at the LHC. Currently, a study group in the framework of the HERA-
LHC workshop is tackling this topic in order to get as good knowledge as possible of the
PDFs [14] and their uncertainties at the time of the startup of the LHC. Once the LHC starts
data collection, several QCD process can be used to help to constrain the PDFs, as has been
shown, e.g., using W production with studies at the HERA-LHC workshop.

1.4. Outlook

The work detailed in this Volume of the PTDR constitutes the pedestal for the physics studies
that the experiment will pursue both at the start-up and the longer term running. In the process
of carrying out these studies CMS has gained valuable experience in all aspects, both technical
and strategic, in executing a high performance physics program. Of great value is also the
identification of shortcomings and challenges that emerged in the context of completing these
analyses.

As a follow-up of this work, CMS is planning an elaborate program for the start-up
studies and physics commissioning from the combined magnet test effort (MTCC) as well
as the experience of the upcoming computing, software and analysis challenge (CSAO06) that
incorporates the full calibration and alignment framework in combination with the full-trigger
path exercise. The whole edifice for data collecting and analysis is expected to be complete
and tested by the turn-on of the LHC in 2007.
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Part I. Complete Analyses
Chapter 2. Physics Studies with Photons and Electrons
2.1. Benchmark Channel: H— ~~

The H— yy channel has been studied since the initial planning of the LHC and SSC as an
important channel for the discovery of Higgs particles at masses beyond the upper reach of
LEP and below about 150 GeV [25, 16]. The signature sought in the inclusive analysis is
two high Et isolated photons. The challenge for discovery of a Higgs in this mode is the small
branching fraction of about 0.002, since in this mass range the dominant decay mode of the
Higgs isbb. Theyy decay mode can be well identified experimentally but the signal rate is
small compared to the backgrounds coming both from two prompt photons (irreducible), and
from those in which one or more of the photons are due to decay products or mis-identified
particles in jets (reducible). It has long been understood that KMy can be detected as a
narrow mass peak above a large background. The background magnitude can be determined
from the region outside the peak. After event selection, for an integrated luminosity of20 fb
and for a Higgs boson mass of 120 Ge¥,/we expect approximately 350 signal events in a
mass window of 2 GeV fcover 7000 background events. An example q@fa— H + X event

with Higgs particle decay H> y y is shown in colour plat€P1.

In this study we present two complementary inclusive analyses for thejH, channel:

a standard cut based analysis and a high performance, discovery-oriented analysis, based on
the method described in [178]. Both are carried out with our present knowledge of the
expected background, estimated with full detector simulation. Further details can be found
in [19]. The study concentrates on the first years of LHC operation and uses simulated events
with pileup corresponding to a luminosity 021033 cm—2s1,

The idea of measuring the rate of background by using the mass regions adjoining the
Higgs peak is extended to also measure the characteristics of the background, and using this
information to help separate background from signal. The-kty channel is particularly
well suited to this technique because the signal is relatively small and can be confined to a
narrow mass region thanks to the excellent photon energy and position resolution of the CMS
detector [7].

By using photon isolation and photon kinematic information, significant additional
discrimination between signal and background can be achieved. The optimised analysis
uses this information to discriminate between signal and background by comparing data in
mass side-bands with signal Monte Carlo. Use is made of a neural network, but likelihood
variables or other techniques may prove to be better in the future. The expected purity in
terms of signal/background, corresponding to each event, can be estimated based on this
information and each event then can be used optimally to evaluate the likelihood of a signal
plus background hypothesis compared to a background-only hypothesis.

In the optimised analysis the expected signal to background ratio is calculated for each
event. By dividing the cut-based analysis in various categories with diffefbmatios results
improve toward those that are obtained with the optimised analysis. If the max@thuratio
in the optimised analysis is limited to the best category used in the cut-based analysis, the
performances of the two analyses are nearly identical.

The optimised, discovery-oriented analysis is particularly appropriate to the
channel because the Higgs signal appears in a narrow mass peak allowing analysis of the large
background in the mass side-bands. The analysis will not be limited by the poor simulation of
the background once data will be available.
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Table 2.1.NLO cross sections for the different Higgs boson production processes and branching

ratios.
My 115GeV/¢@ 120 GeV/@ 130 GeV/@ 140 GeV/@ 150 GeV/¢@
o (gg fusion) 39.2pb 36.4pb 31.6pb 27.7pb 24.5pb
o (WVB fusion) 4.7pb 4.5pb 4.1pb 3.8pb 3.6pb
o (WH, ZH, tt H) 3.8pb 3.3pb 2.6 pb 2.1pb 1.7pb
Totalo 47.6 pb 44.2 pb 38.3pb 33.6 pb 29.7pb
H — yy Branching ratio 0.00208 0.00220 0.00224 0.00195 0.00140
Inclusiveo x B.R. 99.3fb 97.5fb 86.0fb 65.5fb 41.5fb

Thestudy described requires a comprehensive understanding and simulation of the CMS
detector. The electromagnetic calorimeter is used to make the primary measurements of
photon energy and position. The tracker is used to measure the position of the interaction
vertex. The tracker, ECAL and HCAL are used to determine, if the photon candidate is well
isolated. While background characteristics will be measured from data, the signal must be
well simulated to perform the analysis described below. This requires a detailed understanding
of the detector performance as well as its calibration.

2.1.1. Higgs boson production and decay

For this inclusive study the Higgs boson production mechanisms with the largest cross-
sections in the Standard Model have been simulated: gluon fusion, qgH production through
Weak Vector Boson Fusion (WBF), associated Higgs production with W or Z bosons, and
Higgs production associated withth pair. The cross sections for the different production
processes [20] and the H yy branching ratios [21jare summarised in Tabl2.1. The
analysis described in this chapter has been limited to careful measurement of the inclusive
diphoton channel, to address the main detector issues, and no use has been made of tagging
leptons or jets. In the future, channel identification, based on additional leptons and jets. will
improve the sensitivity. For the moment these ‘tagged’ channels are investigated individually
in other studies [2223]. Figure 2.1 shows an event display of a H yy event with

My = 120 GeV/é.

2.1.2. Backgrounds

Backgrounds with two real prompt highr photons are called “irreducible”, although they

can be somewhat reduced due to kinematic differences from signal processes in which high
mass particles are produced. Two photons can be produced from two gluons in the initial state
through a “box diagram” or from initial quark and anti-quark annihilation.

Backgrounds in which at least one final state jet is interpreted as a photon are called
“reducible” and are much harder to simulate since, jets are copiously produced at the LHC
and Monte Carlo samples that correspond to 18 fare much too large to fully simulate.
Selections at generator level have been devised in order to be able to select multiset and
plus jets events that contribute to the background of the>- Kty channel and reject events
that have negligible chance of producing background to the final analysis.

The y +jet sample can be viewed, from the selection point of view, as coming from two
different sources: one where another photon is radiated during the fragmentation of the jet
(two prompt photons), the other where there is only one prompt photon in the final state and
the other photon candidate corresponds to a mis-identified jet or isetii@he prompt plus
one fake photon). These two processes have been separated using generator level information,
and are listed separately in the tables below. Also, different K-factors are applied.
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Figure 2.1. H — yy event produced in gluon fusion with M= 120 GeV observed in the CMS
detector.

The generator level pre-selection ¢f+jet events that contribute to the H yy
background is straightforward. For pp jets, a much tighter set of cuts at the particle
generator level was carefully developed and studied. Groups of particles, protocandidates,
which might form a photon candidate after event simulation are identified. Cuts are applied
on the transverse energy of two protocandidates and on their invariant mass, and this involves
an estimate on the lower and upper limits to the energy of the photon candidates that might
be reconstructed from the protocandidates after the simulation. An estimate is also made on
likely level of isolation of the resulting photon candidate.

With such selection a rejection of a factor of about 41000 can be obtained, with an
estimated inefficiency of 14% for pp- jets events generated withtaia with p, > 30 GeV
(transverse momentum of the products of the hard interaction). The inefficiency after the final
analysis selection was estimated by using a looser pre-selection similar to that used for the
pp— y +jet simulation. Further details can be found 9]. Events rejected by the pre-
selection have rather ol photons and are not very important for the final analysis.

The Monte Carlo samples used are summarised in TaBleAll events were generated
with pytaIA [24], simulated with theceanT-based [9]cmsmm [25] or oscar [8], and
reconstructed wittorca version 8.7.3 [10]. Pile-up events from minimum bias interactions
were added to the hard interaction, assuming a luminosityef2 x 10*3cm=—2s71,

K-factors are applied to take into account the expected differences between the lowest
order cross sections given byta1a and the NLO cross sections of the different background
processes [26—30]. The K-factors used for each background are summarised 2. Jalig
are estimated to have an uncertainty of 20-30%.
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Table 2.2.Monte Carlo samples used in the-H yy analysis with LO cross section froryTHIA
and total corresponding integrated luminosities of the analysed samples.

o1 My Pre-sel. Events Int Lum.

Process (GeV/c) (GeV/@é) o(pb) o(pb) Analysed (foh)
H — yy (gg fusion) - 120 - - 181K -
H — yy (WB fusion) - 120 - - 193K -
H — yy (gg fusion) - 115-150 - - 20K

H — yy (WB fusion) - 115-150 - - 20K

H— yy (WH,ZH,ttH) - 115-150 - - 20K -
pp— yy (born) >25 - 82 44 920K 30
pp— yy (box) >25 - 82 31 668K 20
pp— y +jet >30 - 5x 10* 2.5x 10° 55M 2.2
pp— jets >50 - 2.8x 10 4.7x 103 45M 1.0
Drell-Yan ee - - 4% 10° 4% 10° 460K 0.1

Table 2.3.Background K-factors applied tevTHiA Cross sections.

pp— yy (Born) 15
pp— yy (Box) 1.2
pp— y +jet (2 prompt) 1.72
pp— y +jet(1 prompt + 1 fake) 1
pp— jets 1

2.1.3.Reconstruction, selection, and signal significance calculation

2.1.3.1. Trigger. H — yy events are selected with extremely high efficiency both by the
Level-1 and High Level triggers that are described in details in Ref. [$ljce in
the analysis selection tightéf; and isolation cuts are applied, the inefficiency due to the
trigger is negligible.

2.1.3.2. Photon reconstruction.Photons are reconstructed with the standard ECAL
algorithms [7 32]. At this level the photon reconstruction efficiency is over 99.5% for photons
in the region covered by the ECAL.

The energy resolution of reconstructed photons is excellent for photons that do not
convert or that convert late in the tracker. Energy resolution deteriorates somewhat for photons
that convert early in the tracker. Nevertheless, the photon energy resolution is substantially less
affected by tracker material than is electron energy resolution and the Higgs reconstruction in
the calorimeter is quite reliable even for converted photons.

For signal events, where this effect is relevant, the energy response of the individual
crystals of the ECAL has been smeared using a miscalibration file randomly generated to
correspond to the intercalibration precision expected after calibration with- 8 events
obtained with an integrated luminosity of 10l as described in [7]. The precision is 0.3%
in the central part on the barrel, growing up to 1.0% at the edge of the barrel and in the
endcaps.

The tools that have been developed to identify and reconstruct photon conversions in the
tracker [33], andr? rejection tools developed for the endcap silicon preshower detector and
the barrel crystals, have not yet been included in the analysis.

2.1.3.3. Primary vertex identification.The bunch length at LHC has an rms width of 75 mm
resulting in a longitudinal spread of interaction vertices of 53 mm. If the mean longitudinal
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position is used (nominal vertex), the invariant mass of a two-photon state, such as the
H — yy, is smeared by about 1.5 Ge\¥/due to the mis-measurement of the angle between
the two photons related to the uncertainty of the photon directions.

The two highE+ photons coming from the Higgs boson decay are produced in association
with other tracks that may come from the underlying event and initial state gluon radiation or
from the other particles produced with the Higgs boson in the case of WBF fusion, WH or ZH
production andtH production.

The charged tracks associated to the Higgs production vertex are typically harder than
those coming from minimum bias interactions. Therefore, the vertex can be identified by
reconstructing the primary vertices in the event and selecting the one that most likely
corresponds to the Higgs boson production, based on charged tracks.

At low luminosity (2x 10*3cm~2s71) we are able to identify the correct vertex, defined
as being within 5mm of the actual vertex, in about 81% of the signal events passing the
selection described in Secti@nl.4.1. Clearly, these results will be affected by any significant
variation of the characteristics of the pileup events from what is simulated in our pileup
samples.

2.1.3.4. Photon isolation. Detailed studies have been made of photon isolation and its
optimisation [3435]. Fake photon signals due to jets can be rejected by looking for additional
energetic particles accompanying the photon candidate. Charged pions and kaons can be
detected in the tracker or in the calorimeters. Neutral pions and other particles decaying to
photons can be detected in the ECAL. The hadron calorimeter may be important for detecting
charged particles not efficiently reconstructed in the tracker, particularly atshighother
particles like neutrons or I(K]g'

2.1.3.5. Separation into categories based on lateral shower shape and pseudorapidiey.
shower shape variablegRdefined as the fraction of the super-cluster energy found inside the

3 x 3 array of crystals centred around the highest energy crystal, is effective in distinguishing
photon conversions in the material of the tracker. Photon candidates with large valugs of R
either did not convert or converted late in the tracker and have good energy resolution. Photons
converting early have lower values of Bnd worse energy resolution.

The variable B has been shown to be very useful also in discriminating between photons
and jets. This occurs both because of the conversion discrimination — either of the photons
from ax® can convert — and because, looking in a smatl 3crystal area inside the super-
cluster, the R variable can provide very local isolation information about narrow jets.

In the multi-category analysis, the events are separated into categories basgdmasR
to take advantage of better mass resolution where it is expected (the unconverted photons),
and yet still use all the events (since the mass resolution varies by at most a factor of 2). This
separation also tends to put background events involving jets into categories with lgwer R

We also find that photons detected in the endcaps have worse energy resolution and higher
background than photons detected in the barrel so that it is useful to separate events with one
or more photons in the endcaps from those with both photons in the barrel.

2.1.3.6. Calculation of confidence levelsConfidence levels are computed by using the Log

Likelihood Ratio frequentist method, as described in [36]. Given the expected signal and
background distributions in the final variable (the mass distribution for the cut-based analysis),
we simulate many possible outcomes of the experiment by means of Monte Carlo. This is
done both in the hypothesis that the signal exists and that it does not exist. To compute
a confidence level, we order our trials according to an estimator. This is a single number
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thatis useful to order random trials from most background-only-like to most signal-plus-

background-like. The simplest and probably best estimator is the Log Likelihood Ratio (LLR)
which compares the likelihood of the data to come from a background-only distribution to the
likelihood to come from a signal-plus-background distribution. Each likelihood is the product
of probabilities from all the bins. The median confidence level is computed both for discovery
and for exclusion.

2.1.3.7. Effect of systematic errorsTo include systematic errors the background and signal
expectation are randomised by the systematic error during the generation of the random
trials, while keeping their expectations at the nominal value. If necessary, the correlations
between the errors on the different analysis bins is included. It is observed that the signal
systematic error has no effect on the median LLR of signal-plus-background experiments,
nor on that of background-only experiments. Of course, the distribution corresponding to
the signal-plus-background experiments is enlarged by the systematic error on the signal and
this makes exclusion more difficult. On the other hand the effect of the systematic error on
the background is very large, because of the small signal over background ratio. The mean
of the distributions is still unchanged but the widths are enlarged both for background-only
experiments and for signal-plus-background experiments. This decreases both the discovery
and exclusion sensitivities.

2.1.4. Cut-based analysis

2.1.4.1. Selection. Two photon candidates are required with pseudo-rapjgity 2.5, with
transverse energies larger than 40 GeV and 35 GeV respectively, and satisfying the following
isolation requirements:

e No tracks with pr larger than 1.5GeV/c must be present inside a cone with< 0.3
around the photon candidate. We only consider tracks with hits in at least two layers of
the silicon pixel detector, therefore converted photons are likely to be rejected only if they
convert before the second pixel layer.

e The totalE+ of all ECAL island basic clusters with 0.06 AR < 0.35 around the direction
of the photon candidate, regardless of whether they belong to the super-cluster or not must
be less than 6 GeV in the barrel and 3 GeV in the endcaps.

e The total transverse energies of HCAL towers withiR < 0.3 around the photon candidate
must be less than 6 GeV in the barrel and 5 GeV in the endcaps.

In order to further reduce the background that is higher when at least one of the photons
is detected in the electromagnetic calorimeter endcaps and to increase the performance of the
analysis in the forward region additional isolation requirements are applied for events where
one, or more, of the candidates Has> 1.4442. For these events, the candidate in the barrel
is required to satisfy the tighter isolation selection that is applied to photons in the endcaps:
ECAL isolation less than 3 GeV and HCAL isolation less than 5 GeV.

Figure 2.2 shows the mass distribution after the selection. The efficiency for
a 120 GeV/é Higgs boson is 30% and the total expected background is 178 fb/GeV. The
number of expected background events for the different types of background is shown in
Table 2.4 while the Higgs efficiency in different mass windows is shown in Tébke The
efficiency is computed using all generated signal events. The signal contribution to the total
number of events is very small, particularly outside the mass region under study. The
background can be estimated by a fit to the data mass distribution.



CMS Physics Technical Design Report, Volume |I: Physics Performance 1035

>
[

600 ——

1IIIIIIIIIIIIIIIIIIITIITTIITTITITTIITI
Higgs MH=’I40 GeV (x10)
Higgs M,=130 GeV (x10)
[ Higgs M,=120 GeV (x10)
Higgs M,;=115 GeV (x10)
[ ee Drell Yan

O jets py,,, > 50 GeV

[ y+jets (1 prompt y + 1 fake)

] y+jets (2 prompt y)

vy box

[ yy born

|\III|IIIJ

1|

\I‘[I\III]II|\I

Figure 2.2. Diphoton invariant mass spectrum after the selection for the cut-based analysis. Events
are normalised to an integrated luminosity of T¥and the Higgs signal, shown for different
masses, is scaled by a factor 10.

Table 2.4. Expected background after the selection for Higgs boson masses between
115 and 150 GeV &; expressed in fo/GeV.

Process 115 GeV7c120 GeV/@ 130GeV/@ 140GeV/é 150 GeV/é
pp— yy (Born) 48 44 36 29 24
pp— yy (Box) 36 31 23 16 12
pp— y +jet (2 prompt) 43 40 32 26 22
pp— y +jet(prompt + fake) 40 34 22 19 14
pp— jets 29 27 20 18 14
Drell-Yan ee 2 2 1 1 1
Total background 203 178 134 109 86

Table 2.5.Selection efficiency for the Higgs signal in different mass windows.

My Window Window Window Window Window
(GeV/@) +1GeV/@ +15GeV/@ +25GeV/@ +5GeV/d Total
115 17% 21% 25% 28% 29%
120 18% 22% 26% 29% 30%
130 18% 22% 27% 31% 32%
140 18% 23% 28% 32% 34%

150 28% 24% 29% 33% 36%
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Theerror on the background estimation comes from two sources:

o the statistical precision which decreases with the size of the mass range that is used to
perform the fit;
o the systematic error related to the shape of the function that is used to fit the distribution.

It is not possible to know the exact functional form of the background shape and the
error must be estimated by assuming a function, simulating a distribution and then using a
different function to fit the data. Clearly, this error grows with the size of the mass range
used. For a reasonable mass range-a0— 20 GeV/& excluding +3 and-5 GeV/¢& from
the Higgs boson mass under study and for an integrated luminosity of 2@Hb statistical
and systematic errors are estimated to be 0.4% and 0.5% respectively. The statistical error
decreases with the integrated luminosity while the systematic error is constant.

2.1.4.2. Splitting into categories.Changing the cuts or adding new discriminating variables
to this analysis does not give large improvements in the sensitivity. This can be seen, for
example, from the fact that it is not possible to use the very powerful variabje toR
reject events without loosing performance. This is because, the increagb mtio does
not compensate the loss in efficiency.

The way to improve the sensitivity of the analysis is to keep all selected events but to split
the sample into categories with differesyb ratios.

The following 3 possibilities are considered:

e 1 single category;

e 4 categories from 2 R" ranges (B larger or smaller than 0.93) times 2 pseudo-rapidity
regions|n|™®in barrel or endcaps;

e 12 categories from 3 R" ranges (™" > 0.948, 0.9< RI'"" < 0.948 and B™" < 0.9) times
4 pseudo-rapidity regions (7?* < 0.9, 0.9< |n|™® < 1.4442, 1.4442% |n|"* < 2.1 and
[n|M& > 2.1).

Figure2.3 shows the mass spectrum after splitting into four categories. The signal over
background ratio is much larger in the best category and the composition of the background
varies between the different samples: irreducible backgrounds dominate for lgrgadR
reducible backgrounds are larger for smay. R

Table 2.6 shows, for the 12 category analysis, the fraction of events along with the
maximums/b ratio in each category.

2.1.4.3. Systematic errors.The total error on the background is approximately 0.65% and is
due to the uncertainty of the function fit to the side-bands of the mass distribution, estimated
to be 0.5%, plus the statistical error on the fit that is approximately 0.4% for an integrated
luminosity of 20 fo 2.

An error of 0.65% has a very large effect on the discovery CL when only one category is
used. The reason is that a large fraction of signal events corresponds to a veyp)@#ithe
order of a percent. The effect can be reduced by applying a cut on the signal over background
s/b. This corresponds to using events in a mass window around the analysed masgpuntil
becomes smaller than the chosen cut. The optimal cut for this analysis is 0.02.

When the events are split into categories the number of background events in each
category is reduced on average byNL4 and this increases the statistical error on the
background estimation by approximately a factgNcy, but this error is completely
uncorrelated between the different categories. The error related to the uncertainty of the fit
function remains constant and it is also uncorrelated between the different categories because,
due to the different cuts the background shapes are different and described by different
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Figure 2.3. Invariant mass spectrum after the selection relative to the cut-based analysis with four
categories defined in the text: barrel with large (R), barrel with small R(b), endcaps with large

R (c) and endcaps with smallgRd), Events are normalised to an integrated luminosity of 4 fo

and the Higgs signal, shown for different masses, is scaled by a factor 10.

Table 2.6.Fractions of events in each of the 12 categories and maxisylnn the mass region

of 120 GeV/@.
7™ < 0.9 0.9 < |n|™ < 1.4442  1.4442% |p|"™ <21  |p|™¥ >2.1
frac. s/b frac. s/b frac. s/b frac. s/b
Rgi” > 0.948 15.5% 14.7% 13.1% 9.0% 10.8% 6.1% 8.5% 4.5%
0.9< Rgi” <0.948 9.4% 12.2% 6.8% 6.8% 6.7% 4.8% 2.7% 2.8%
RQ"‘ <0.9 8.3% 7.6% 11.1% 4.3% 5.4% 3.2% 1.7% 2.2%

functions. The total error is then less than the total error reduced by.sl/Rhis reduces
the effect of the systematic error on the discovery.

The effect of the systematic error on the background estimation is also related to the
signal over background of the analysis. A more sensitive analysis, for which a larger part
of the signal has a highey/b ratio, is less affected by the same relative uncertainty on the
background.

Clearly the current understanding of the background is affected by larger uncertainties
such as: cross section, diphoton kinematic distributions and efficiency of the selection (mainly
affected by jet fragmentation, pile-up and by the structure of the underlying events).

The systematic error on the signal, that as has been mentioned has no effect on
the discovery CL, has contributions from the theoretical uncertainty of the cross section
(+15-12% from the scale variation and +4-5%), from the measurement of the integrated
luminosity (~5%), from the trigger (%), from the analysis selection (that will be measured
for example with Z— uuy) and from the uncertainties on the photon energy resolution.
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Table 2.7. Integrated luminosity needed to discover or exclude the Higgs boson with mass
120 GeV/@ with or without taking into account the systematic errors b

50 discovery  5odiscovery  3cevidence  3cevidence  95% exclusion  95% exclusion

Analysis no syst syst no syst syst no syst syst
counting exp. 27.4 48.7 10.0 13.2 4.5 6.5
1 category 245 39.5 8.9 115 4.1 5.8
4 categories 21.3 26.0 7.5 9.1 35 4.8
12 categories 19.3 22.8 7.0 8.1 3.2 4.4

Other effects that could modify the ability to discover the Higgs boson are: uncertainties
on the structure of the underlying events, that could change the efficiency of the primary
vertex determination and the amount of material in the tracker before the electromagnetic
calorimeter.

The effect on the performances of the analysis of an increase of 20% of the tracker
material has been evaluated. The main effects on such change on the analysis would be:

e increase of the inefficiency of the track isolation requirements for early photon conversions,
before or inside the second layer of the pixel detector.

e increase of the inefficiency of ECAL isolation cut;

e decrease of the value ofgRor all photons that would cause a migration of events from
more sensitive categories to less sensitive categories.

It was estimated that such change would increase the luminosity needed to achieve a
given discovery CL of approximately 6%. Given that the amount of tracker material will be
known with a precision of- 2% the related systematic error is less than 1%.

In what follows a conservative 20% systematic error on the signal is assumed. It affects
exclusion of a signal, not discovery, since the signal rate is directly measured from data in
case of discovery.

2.1.4.4. Results of the cut-based analysi$able2.7 shows the integrated luminosity needed

to obtain 5odiscovery or 95% CL exclusion for a 120 GeV?/mass Higgs boson with the
different splittings. The effect of the systematic errors is also shown. We can observe how
the performance increases and the effect of the error on the background estimation decreases
with the number of categories. In the three cases (1, 4 and 12 categories) the event selection is
the same and that the differences in performance come from the splitting of the total sample
in different sub-samples with different sensitivitieglf). In the split category analyses the
computation of the log-likelinood ratio estimator is made separately for each 1 &éiryc

in mass, whereas in the “counting experiment” only a single (optimum) mass window is
evaluated.

The integrated luminosity needed for discovery and exclusion, using the 12-category
analysis, for the mass range studied between 115 and 150 &avwg/shown in the plots
at the end of the section (Fig.10). The Higgs boson can be discovered with mass between
115 and 140 GeV fowith less than 30 fo! and excluded in the same mass range, at 95% CL,
with less than 5 fb?.

As mentioned before, all these results have been obtained assuming an intercalibration of
the ECAL, after having collected an integrated luminosity of 10 fiwith the whole ECAL
intercalibrated to a precision better than 0.5% over all the solid angle, the results improve such
that approximately 10% less integrated luminosity is needed for discovery.
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2.1.5.0ptimised analysis estimatingls for each event

In the optimised analysis 6 categories are used, 3 in which both photons are in the barrel and 3
in which at least 1 photon is in an endcap. The 3 categories are defined, as for the cut-based
analysis, to have the lowestgRhoton candidate with &> 0.948, 0.948> Rg > 0.90 and

Ro < 0.90 respectively. The categories are labelled with numbers from 0 to 5: first, the 3 barrel
categories with decreasing values of tRen the 3 endcap categories again with decreasing
values of R.

2.1.5.1. Mass distributions in categoriesThe diphoton mass distributions enable the
separation of signal from background. Signal peaks sharply at the Higgs mass while
the backgrounds are quite smooth. This allows good estimation of the magnitude of the
background under the peak.

The best mass resolution and the k&4t ratio in the peak is found in category 0, with
high Ry in the barrel.

2.1.5.2. Loose selection of events for optimised analydsolation requirements are applied
to photon candidates prior to the computation of the neural network isolation variablgg: NN

e the transversét of the photon candidates must be larger than 40 GeV and the absolute
value of their pseudo-rapidity less than 2.5;

e no tracks withpr larger than 1.5GeV/c must be present inside a cone with< 0.1
around the photon candidate;

o the totalEt of all ECAL island basic clusters withR < 0.3 around the photon candidate,
excluding those belonging to the super-cluster itself must be less than 5 GeV,

e the total transverse energies of HCAL towers withhhR < 0.35 around the photon
candidate must be less than 35 GeV,

e the sum of the transverse momenta of charged tracks wiiRn< 0.2 around the photon
candidate must be less than 100 GeV/c.

Before optimising the final analysis, some additional cuts are applied. These both simplify
the neural network training and slightly improve the performance. It is required that:

e the events pass the double photon High Level Trigger;
e the isolation neural net output is greater than 0.25 for both photons.

2.1.5.3. Optimised use of kinematic variables to separate signal and backgrolmaddition

to the mass, there are kinematic differences between signal and background. In particular the
signal has a harder photds distribution than the background — the background can have

a high mass by having a largge difference between the photon candidates. Weak Boson
Fusion and associated production of a Higgs with other massive particles enhance these
differences between signal and background. The large, reducible backgrounds often have
photon candidates that are not well isolated.

As with the Higgs searches performed at LEP, higher performance can be achieved if
the expected signal over backgrousdb, is estimated for each event. This is particularly
effective if, thes/b varies significantly from event to event. This is the case here due to wide
variations in photon isolation and phot&s. There is also significant dependence of sjile
on photon conversion and on location in the detector.

One photon isolation variable NJy for each photon, is combined with kinematic
variables to help separate signal and background. A neural net is trained to distinguish
background events, taken from the mass side-bands, from signal Monte Carlo events. There is
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Figure 2.4. Distribution of the minimum value of the NN, variables of the two photon
candidates. Events are normalised to an integrated luminosity of 77dmd the signal
(Mp = 120 GeV/@) is scaled by a factor 50.

no danger of over-training since background events from the signal mass region are not used
and independent samples are used for the signal Monte Carlo. The input variables are devised
to be insensitive to the diphoton mass so that the background rejection due to the kinematics
and isolation is independent of the background rejection from the mass distribution.

Six variables are used as inputs to a neural net. They are the isolation NN outpdts NN
for the 2 photons, the transverse energies of the 2 photons, normalised to the diphoton mass,
the absolute value of the rapidity difference between the 2 photons, and the longitudinal
momentum of the photon pair.

The distributions of the input variables are shown for signal and background in2Hgs.
and2.5. Kinematic information that are likely to be highly sensitive to higher order corrections
to the background simulation has not been used. Such information, likertloéthe Higgs
boson candidate, ther transverse to the photon direction, and information about additional
jets will ultimately be useful but may not be reliable until better simulations or actual data are
available to train on.

The neural net is trained in each of the 6 categories independently. The net has 6 input
nodes, 12 intermediate nodes in a single layer, and 1 output node. The error function has been
modified from the standard to improve training toward a high signal over background region.
A minimum neural net output cut is applied that eliminates 1% of the signal in each category
and a function is fit to the distribution above that cut. These functions are used to bin the data
and to smooth the background in a limited region.

It is useful to examine the neural net output distribution for events from different sources
(Fig. 2.6). Low NN outputs are dominated by photon candidates from jets which are not well
isolated. The large peak at 0.85 represents both signal and background where the photon is
relatively well isolated and the photdfy is My /2, corresponding to events with a large value
of NNiso. Higher photonE+ events are found in the peak near 1. There is an enhancement
of the signal, particularly for the WBF and associated production processes. The background
there is dominated by events with at least one jet interpreted as a photon.
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Figure 2.5. Distribution of the kinematic inputs to the neural network for signal and
background sources. A value of the neural net output is required to be greater than 0.85. Events are
normalised to an integrated luminosity of 7.7 fband the signal (M = 120 GeV/@) is scaled

by a factor 50.

2.1.5.4. Estimation of signal to background ratio for each evei. order to get the most
information out of each event, the signal over background is estimated for each event. In
the simplest analyses, cuts are applied to select only high signal over background events and
those are counted. Such a simple analysis looses information because, some of the events that
are cut could contribute to the measurement and because, some of the events that are accepted
are not used optimally.

Events in the mass peak for the Higgs mass hypothesis under consideration have high
signal over background expectation while events outside the peak have lower exgécted
Similarly, events at high Np, output have highes/b expectation. The kinematics and
isolation information in NN, has been made independent of mass information so the two
s/b ratios can be multiplied to get a good estimate ofgfi@expectation for the event:

(5) = (5 (5)
— =|(- X | = .
b/ est b/ mass b/ kin

This is an estimate that is to bin signal and background events. If the estimate is bad,
the performance of the analysis suffers because gglo&vents are not well separated from
bad ones. It is not possible for a bad estimate to make the analysis appear to perform too
well. Thes/b estimate need not be normalised correctly, since it is a relative number used to
bin events.

The events are binned according to b estimate. Histograms are made in each of the
six categories. The actual signal to background ratio is computed for the binned events and
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Figure 2.6. The neural net output for events in the barrel for each signal EM120 GeV/&) and
background source. Events are normalised to an integrated luminosity of ¥.Zrid the Higgs
signal is scaled by a factor 50.

used to calculate confidence levels that data are consistent with a background-only hypothesis
or with a signal-plus-background hypothesis.

2.1.5.5. Smoothing the backgroundThe H— yy channel has the good feature that the
mass is essentially independent of isolation and suitably chosen kinematic variables. With
this factorisation assumption, background can be smoothed well even in regions with low
statistics.

The background expectation in a bin must be reliably estimated in order to correctly
calculate confidence levels. Downward fluctuations in the background estimation can have
a significant impact on the CL. The number of simulated events for the irreducible (jet)
backgrounds is about one seventh of the number that will be available in the data at the time
it would be expected to discover the Higgs. Therefore, problems with background estimation
are even more difficult now than they will be when we have data.

The background distributions are very smooth in the mass variable, so the distribution
in mass can be reliably smoothed. This is done by spreading each event-tgd@eV /¢
region according to the functions fit to the mass distribution. A wider mass region could be
used but this would interfere with the training of the analysis on an independent sample in the
mass side-bands.

The background distribution in the neural net output is also smoothed over a region of
4 0.05 using the fit functions. It is therefore, quite important that the background fit functions
accurately represent the neural net distribution. In the smoothing process, the normalisation
of the background is carefully maintained to high accuracy.

With this two-dimensional smoothing accurate background expectations are obtained
except in the regions with extremely small amounts of background. In such regions, bins must
be combined until sufficient background events are available sjbabin has too few MC
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Figure 2.7. The diphoton mass distribution for each source for barrel events with kinematic
neural net output greater than 0.85 (left) and 0.97 (right). Events are normalised to an integrated
luminosity of 7.7 fr* and the Higgs signal (M= 120 GeV/@) is scaled by a factor 10.

background events contributing to it, it is combined with the nearest (Ief®rbin. This is
continued until there are sufficient events. This combination clearly reduces the sensitivity of
the analysis but cannot be avoided without a more detailed understanding of the background,
which is a goal for the future. At present, at least 20 Monte Carlo background events are
required in a bin. Since the current MC samples contain about seven times less events than
expected in the data, significant improvements are possible, allowing hsghdins to be

used, resulting in better performance.

Figure 2.7 shows the mass distributions for barrel events with two different cuts on
the neural net output. The looser cut simply excludes most of the obviously non-isolated
candidates. It can be seen that all of the backgrounds are important at this level. The tighter
cut highly enhances th&/b ratio and emphasises the importance of smoothing, which has not
been applied to the background in this distribution.

Figure2.8shows the mass distribution for neural net output greater than 0.97 in category
0. Again it is clear that smoothing in two dimensions is needed to get a reasonable estimate
of the background. It is useful to note that even in this very rgh region, the largest
contribution to the signal is from gluon fusion, although the relative contributions of the other
production processes has increased.

2.1.5.6. Combination of categories into finalbsdistribution. At this point the signal

and background is binned isyb in six categories. These could be used to calculate the
confidence level, however, it seems most useful, in the light of future plans to analyse separate
channels, to combine the categories into syteplot in a similar way as may be used to re-
combine channels. The six histograms are combined into one which can be used calculate
confidence levels. The combination is based on the actual signal to background in each bin. In
principle, this is the same as combining results from different channels or even from different
experiments in a way that makes optimal use of all channels and does not pollute high quality
channels with data of lesser purity.

The final binning of data intg/b bins is shown in Fig2.9. The plot extends from very
low signal to background to a small number of events \sjth > 1.

The relative contribution of barrel and endcap categories can be estimated from the total
LLR computed and LLRs computed excluding each category. The six categories have rather
widely varying contributions to the Log Likelihood Ratio and hence to the performance of the
analysis. Tabl@.8shows the fraction of signal and the fraction of the LLR for each category.
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Figure 2.9. The final distribution of binned signal (= 120 GeV/&) and background in
log(s/b) for an integrated luminosity of 7.7 fl}. Here the Higgs signal is normalised to the
integrated luminosity and the statistics benefits of the smoothing of the background. Signal and
background events are added independently.

Some of the categories have a fairly small effect on the final result. This remains true
after the application of systematic normalisation uncertainties described below. It is clear
that photon conversions result in a significant deterioration of the performance. It is hoped
to mitigate this somewhat by using the conversion track reconstruction in the future, but the
poorer mass resolution cannot be recovered and a big effect is not expected.
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Table 2.8.Performance in the six categories fopM= 120 GeV/&.

Category Signal% LLR %
0 27.8 48.0
1 16.1 24.8
2 21.7 11.9
3 16.6 9.7
4 9.0 4.1
5 8.8 15
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Figure 2.10. Integrated luminosity needed for a Stiscovery (left) and discovery sensitivity
with an integrated luminosity of 30 fi} (right) with the optimised analysis. The results from the
cut-based analysis in 12 categories are also shown for comparison.

2.1.5.7. Results of the optimised analysi¥he same estimates of systematic error are used
to obtain the results in the optimised analysis as are used in the cut-based analysis. Most of
the development and studies have been made for a Higgs mass of 120°Giedf/ihis mass,
a 50 discovery can be made with about 7 tduminosity. A 1% background normalisation
uncertainty corresponds to an increase of the luminosity needed for diséavery from
7fbtto 7.7

There is a great deal of uncertainty in this benchmark estimate of luminosity due to our
poor understanding of the backgrounds we will contend with when the LHC starts running,
however, this is not considered here as a systematic error on a discovery since, it is proposed
to measure the background from the data. Figui®shows the luminosity needed for a 5¢
discovery and the discovery sensitivity with an integrated luminosity of 3bfor several
Higgs masses, both for the fully optimised analysis and for the cut-based analysis using 12
categories described in Secti@rl.4.4. It seems possible to discover, or at least have strong
evidence for a low mass Higgs in the first good year of running.

2.1.6. Measurement of the Higgs boson mass

If the Higgs boson will be discovered in the-H yy channel then we will be able to measure
its mass. We have studied the mass measurements with the cut based analysis with two
different methods:
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Table 2.9.Expected statistical errors on the Higgs boson mass measurement for30 fb

My 115GeV/@ 120 GeV/@ 130 GeV/@ 140 GeV/@ 150 GeV/@
All events 184 MeV/@ 184 MeV/& 201 MeV/& 222 MeV/& 298 MeV/&
0.16% 0.15% 0.15% 0.16% 0.20%
12 127 MeV/¢@ 139 MeV/&@ 129 MeV/&@ 156 MeV/& 204 MeV/@
categories 0.11% 0.12% 0.10% 0.11% 0.14%

e measuremerftom the A Log(likelihood) using all events;
e measurement from th& Log(likelihood) using the cut-based analysis splitin 12 categories.

The expected statistical errors are shown in Tabiefor an integrated luminosity of
30fbL. The statistical errors simply scale with«Jnt L. The errors are slightly asymmetric,
due to the tail of the reconstructed Higgs mass distribution at lower masses, the positive error
being approximately 10% smaller than the negative. The table shows the average between
the two.

As we can see the statistical error will be 0.1 to 0.2% already with 39 fivhen the
significance of the discovery would be 5 tar6with the cut based analysis. Of course, this
measurement will be affected by the uncertainty of the absolute scale of the photon energy
measurement that will be derived for example by the measurement of the Z mass in the
radiative Z decays Z> uuy.

2.1.7. Summary

A standard cut-based analysis can discover the Higgs boson wisighificance between
the LEP lower limit and 140 GeVfcwith less than 30fb' of integrated luminosity.
Approximately 5fb! are needed to exclude its existence in the same mass range.

It has been shown that the -H yy channel can be used to discover a low mass Higgs
with an integrated luminosity not too different from that needed for higher mass Higgs,
7.7fb ! at 120 GeV/é with an analysis using an event by event estimation ofsitieratio.
Because of the excellent mass resolution expected in the diphoton channel, the background
rate and characteristics from the data can be determined from diphoton events at masses away
from the Higgs mass hypothesis.

An inclusive analysis has been presented. In future the various signal channels will be
identified by looking for additional jets, leptons, or missing energy. This will clearly improve
the sensitivity of the analysis.

2.2. Benchmark Channel: H» ZZ®* — 4 electrons

One of the most promising road towards a discovery at the LHC of the Higgs boson postulated
in the SM is via single production followed by a cascade decay into charged leptons,
H— zzZ® - I*1-1* -,

The single Higgs boson production benefits from a high cross-section, with values of
about 40x 10°fb at my = 130 GeV/& and decreasing monotonically to aboutx1 Q0 fb
aroundmy = 300 GeV/@é. The production cross-section is dominateddQ%o) over this mass
range by gluon-gluon fusion processes via triangular loops involving heavy quark (mostly
the top quark) flavours. The branching ratio for the-HZZ* decay in the SM is sizeable
for any my value above 130 GeV7clt remains above 2% fomy < 2 x My with a peak
above 8% arounthy ~ 150 GeV/c?, and rises to values of 20 to 30% fog; > 2 x mz. The
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Z bosons have a 10% probability to yield a pair of charged leptons. Thus, the decay chain
H— ZZ® — [*I71*I~ (in short H— 4l) offers a possibly significant and very clean and
simple multi-lepton final state signature for the SM Higgs boson at the LHC. An example of
an event candidate in the CMS detector for the Higgs boson decay charsed® — 4e is
shown in colour plat€P2.

Ultimately, the channel can provide a precision determination of the Higgs boson mass
and production cross-section. The anti-correlation of the Z spin projections in theZHA
decay and the polarisation of each Z boson can be used to constrain, and eventually determine,
the spin and CP quantum numbers of the Higgs resonance. Furthermore, thea@@
WW® decay modes are related \&J(2) and the combination of channels could allow for
cancellation of some systematic uncertainties in a determination of the Higgs coupling. But
first and foremost is the necessity to be best prepared for a discovery at the LHC.

In this section, the discovery potential of the CMS experiment for the SM Higgs boson is
discussed in the mass range of Kény < 300 GeV/&, focusing on the 4ehannel. The
analysis [37] relies on a detailed simulation of the detector response in the experimental
conditions of the first years of low luminosity LHC running. The signal and background
Monte Carlo datasets used for this prospective are described in S8cidn The detailed
High Level Trigger (HLT) and reconstruction algorithms used at each step of this analysis
have been presented ifi][ Basic, and in part compulsory, triggering and pre-selection steps
for data reduction are described in Sectidre.2. Simple observables from the electron
reconstruction are used to characterise the event signature for this pre-selection step. The final
event selection relies on more involved requirements for primary electrons coupled with basic
event kinematics and is presented in Seco.3. The selection is optimised to preserve
a best signal detection efficiency and highest significance for a discovery. Emphasis is put
on realistic strategies for the control of experimental errors and the estimation of systematic
uncertainties on physics background rates. These are described in Se2ttrResults on
the expected discovery reach of the SM Higgs boson in CMS in the #& channel and for
the measurement of its mass, width and cross-section are finally presented in 3&cton

2.2.1. Datasets for signal and background processes

Monte Carlo data samples for the signal from single SM Higgs boson production as well as for
SM background from Z# pair production,itpair production and Zbassociated production
are used. The signal and background processes are generated for pp collisions at the LHC
at a centre-of-mass energypp= 14TeV, with pile-up conditions from multiple collisions
as expected in a collider machine configuration providing an instantaneous luminosity of
2 x 1033 cm2s1 (of ©(10)fb~Y/year). All cross-sections are normalised within acceptance
to Next to Leading Order (NLO) calculations. The event generators are interfaced with
pHOTOS [38, 39] for the simulation of QED final state radiations. The non-perturbative parton
density functions (PDFs) in the proton are taken to be the CTEQ®6 distributions [12].

The Higgs boson is produced via either gluon fusion and weak boson fusion processes.
The 4esignal samples are generated at varioyswith pytaia [24]. The Higgs boson is
forced to decay into a Z boson pair. The Z bosons are subsequently forced to undergo a decay
in electron-positron pair. The signal is normalised to the value of total cross-section at NLO
calculated including all Higgs boson production processesiwiau [40], with branching
ratiosB R(H — ZZ™) calculated viaipecay [41].

In the 4echannel (and similarly for the 4,channel), an additional enhancement of
the signal is considered which is due to the constructive final state interference between
like-sign electrons originating from different"Z bosons [42]. This enhancement has been
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Table 2.10.Total cross-sections at NLO (pb), cross-section in thelmnel within acceptance
(fb), and number of accepted events in data samples available for analysis.

my (GeV/@)  onLo (Pb)  onLo x BRx Acc (fb)  Nsimul

115 47.73 0.27 10000
120 44.30 0.48 10000
130 38.44 111 10000
140 33.69 1.78 10000
150 29.81 1.94 10000
160 26.56 0.92 10000
170 23.89 0.43 10000
180 21.59 0.98 10000
190 19.67 3.58 10000
200 17.96 3.94 10000
250 12.37 3.07 10000
300 9.58 2.60 10000
7z 29.0 20.2 150000

Zbb 276.3 120.4 87000

tt 840 194.0 500000

re-evaluated with CompHEP [43] and amounts to a factor 1.1300.006 at my =
115 GeV/@&, slowly decreasing to a negligible value when approachings 2my.

The ZZ*) SM background continuum is generated usingmia [24]. This includes
only the t-channel contribution witlgq in the initial state. The missing-channel might
contribute up to 10% for low Higgs boson masses and can be neglected for higher masses.
The differential cross-section is re-weighted using. dependent NLCK -factors obtained
with mcrum 4.1, with an averag& -factor of (Ky o) = 1.35. Both Z bosons are constrained
within the mass range 5-150 Ge\#/and are forced to decay into charged lepton pairs, with
the t leptons subsequently forced to undergo leptonic decays vauv or t — ev. The
missinggg contribution is estimated to be of order 20% at LO [42], wit8% uncertainties
and with unknown NLCK -factors. Recent calculations willopPREX [44] of the gluon fusion
production process of two real Z confirm the above assumptions, and this contribution has
been shown to remain stable after kinematic cuts for a>Hl analysis. The cross-section
here is simply increased by the mean expected contribution.

The t background sample is also generated withaia [24], with W bosons and
leptons forced to leptonic decays, but with b quarks left to decay freely. Both gluon fusion
and quark annihilation initial states are simulated and the cross-section is normalised to the
NLO value of 840t 5%(scale}t 3% (PDF)pb [45].

The Zb background is generated using all lowest oglgr> e*e~bb andgq — e*e bb
diagrams (excluding diagrams involving the SM Higgs boson) calculatedwittPHEP [43]
and interfaced witlryTHiA [24] for showering and hadronisation. All possible combinations
of quarks are considered in the initial state. The total LO cross-sectiandos 5 GeV/&
is 115 pb of which about 89% originates frayg processes, 7.7% involve u-like quarks and
3.2% involve d-like quarks in the initial state. The hadronisation and decay of the b quarks are
left free. A NLO K -factor of 2.4+ 0.3 is applied. Signal and background events are filtered at
generator level for further analysis if satisfying the following acceptance requiremyeges:
and> 2e~ with p¢ > 5GeV/c in|y| < 2.7. In addition for the Zb background, at least two
e*e~ pairs with invariant mass in the range 5-400 GeA/dre required. In Tabl@.10cross-
sections at NLO and after pre-selection, as well as number of events in data samples available
for analysis after pre-selection are given.
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Detailedsimulation of the CMS detector is performed using the official CMS simulation
OSCAR. Reconstruction of physics objects is performeakion.

2.2.2. Data reduction

The events of interest for the Higgs boson search in the> We channel must satisfy a
minimal set of requirements.

A first and compulsory condition for the events is to satisfy the CMS Level 1 (hardware)
trigger conditions and the filtering of the (software) HLT. This triggering step is described in
Section2.2.2.1. The basic electron triggers are expected to be saturated by SM processes such
as the single Z and W production. Further filtering is obtained with a minimal set of additional
electron requirements as described in Sec?i@n?2.2.

The pre-selection must preserve the signal acceptance, and especially the electron
reconstruction efficiency, until later stages where the analysis can best profit from more
involved algorithms applied to reduced event samples.

2.2.2.1. Triggering. The events must have satisfied teimgle e, double eor double
relaxed erequirements at L1/HLT level. Thaingle etrigger requires one isolated (charged)
“electromagnetic” object with a threshold set at a reconstructed transverse energy in the
electromagnetic calorimeter (ECAL) dfr = 26 GeV. Thedouble etrigger requires two
isolated (charged) “electromagnetic” objects, each above a thresholt} ef14.5 GeV.
In contrast, thedouble relaxed erigger does not imposed isolation for the (charged)
“electromagnetic” objects and the increased rate is compensated by a higher threshold of
Er =21.8GeV.

The trigger efficiency for the Higgs boson signal, normalised to the cross-section within
acceptance as defined in Sectibf.1, is above 95% for masses > 130 GeV/@.

2.2.2.2. Pre-selection of four electron candidate§ollowing the Level-1 and HLT filtering

steps, the event candidates must further satisfy basic electron pre-selection requirements.
These requirements are designed to reduce possible background sources involving “fake”
electron contamination from QCD jets.

For Higgs bosons with a massy below 300 GeV/¢, the 4efinal state always involves
at least one (or few) lowp§ electron(s). In the range afy values below the Z pair production
threshold, where the Z and*dbosons themselves receive in general only small transverse
momentum, the meap7 of the softest electron falls in a range where a full combination of
tracking and calorimetry information becomes important. PRepectra for signal events at
my = 150 GeV/@& is shown in Fig2.11a. The softest electron, which generally couples to the
off-shell Z®, has a most probablg¢ value below 10 GeV/c for masses; < 140 GeV/¢@.

Hence, an excellent electron reconstruction is essential down to verypjovalues, well
below the range op§ ~ 40-45 GeV/c for which the reconstruction will be best constrained in
CMS via measurements with SM single Z and single W production. The control of systematic
uncertainties from experimental data is a major issue for suctpfoelectrons and this will

be discussed in detail in Secti@r.4.

This analysis makes use of the elaborate reconstruction procedures which have been
introduced very recently in CMS and have been described in detail in Ref. [46]. The electron
identification and momentum measurements are somewhat distorted by the amount of tracker
material which is distributed in front of the ECAL, and by the presence of a strong magnetic
field aligned with the collider beamaxis. The procedures introduced in Ref. [46] provide new
useful observables that allow to better deal with these detector effects, combining information
from the pixel detector, the silicon strip tracker and the ECAL.
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Figure 2.11. Electrons in SM Higgs boson 4kecay channel fany = 150 GeV/&: (a) transverse
momentum of each of the four final state electrons; (b) efficiency at pre-selection as a function of
p$; (c) efficiency at pre-selection as a functionvef (d) efficiency in thep$ versusne plane.

The pre-selection of the signal event candidates relies on the presence of atfeast2
2 e~ candidates within the acceptanieg < 2.5 and each wittpr > 5 GeV/c, verifying the
following characteristics:

e Es/pin < 3, whereEg. is the supercluster energy argh, the track momentum at the
interaction vertex;

o |Adin| = [psc— 0™ < 0.1, where ¢ is the energy weightedp position of the
supercluster and"*is the¢ of the track at vertex, extrapolated to the ECAL assuming a
perfect helix;

o |Anin| = |1se— 13" < 0.02, with notations as above;

e H/E < 0.2, whereH is the energy deposited in the HCAL tower just behind the
electromagnetic seed cluster aBdhe energy of the electromagnetic seed cluster;

© > oneb® S/ pe < 0.5, a loose track isolation requirement, whose calculation will be
described in Sectiod.2.3.1.

The electron pre-selection efficiency is shown in FAd.1b and Fig2.11c as a function
of p¢ andn,® for the electrons from Higgs boson eventsmgt = 150 GeV/@. The efficiency
steeply rises and reaches a plateau around 86%%ar 20 GeV/c. The efficiency is above
90% for|n| < 1.1 and decreases towards the edge of the tracker acceptance when approaching
In| >~ 2.5. The pre-selection efficiency for electrons from the same sample is represented in
Fig. 2.11d as a two-dimensional map in the versusy plane.

The absolute efficiencies for the Higgs boson signal at diffemg@ntzalues and for the
backgrounds are shown in Fig..12a after triggering and the multi-electron pre-selection step.
The acceptance for the Higgs boson signal is maintained above 50% in the full relevant mass
range.



CMS Physics Technical Design Report, Volume |I: Physics Performance

1051

c oI L o I e e
2 £ (@ E L 045 (h) H—sZZ*—s4e [ Higgs signal |5
o] E 3 S E 77+ 3
© 06 0.4F & N oE E
9 B E D E ; NNz E
] F CARE R RS KSR R e % ot =
$ o5 = o E \ E
S_ r ° | “-9 03 3 ¥ —
C | —_ = B . E
«  04f . = 0.25F 3
3] £ ] E B
& E H—ZZ*—4e 1 T o020 3
@ 03[ .| © E E
a E : T o015 =
C 02 1 E 3
3 %F E O E
o C | 0.05F » b -
= 01f .l ARAhi 3
T = o] QRESSNE hnaaa

L J 50 100 150 200 250 300 350
4 % A K K Ko Ko Ko Ks B Ky e, Al 2
R R e R R AT m,, [GeV/c?]

Figure 2.12. Higgs boson signal and dominant background sources after pre-selection step: (a)
overall pre-selection efficiency fany in the range from 115 to 300 GeV¥and the background

from ZZ® continuum, from Zb and t; (b) separate signal and background contributions to the
spectrum of reconstructed invariant masg.

The signal and background events fulfilling the triggering and pre-selection steps are
represented in the reconstructed invariant rmagsspectrum in Fig2.12b. The Higgs boson
signal is seen to emerge above the background for masses around 15G @ed /above
=~ 2mz. More background suppression is required elsewhere.

2.2.3. Event selection and kinematic reconstruction

The further steps of the event selection rely on a more detailed characterisation of the
electron candidates and simple kinematic expectations. The electrons from the Higgs boson, in
contrast to at least ore$e~ pair from the tand Ztb backgrounds, are isolated and originate
from a common primary vertex. The corresponding analysis requirements are discussed in
Section2.2.3.1. Profiting from the expectation of a narrow resonance inmfespectrum,

and of the likely presence of a real Z boson in the final state, the kinematics and its simple
evolution withmy can be further exploited. The electrons of #fe~ pair at lowestme,

have on average a much hard#r spectrum for the Higgs boson signal than for thend

tT backgrounds. Moreover, the combination of the Z afid @ass spectra distinguishes the
Higgs boson signal from the ZZ SM background continuum. These kinematic requirements
are discussed in Secti@?2.3.2.

2.2.3.1. Isolated primary electronsA loose vertex constraint is first imposed on the
longitudinal impact parameter for the four electron candidates in each event. All electrons
should verifyl P /o < 13, wheres is the error on the longitudinal impact parameter, .

The main vertex constraint is imposed on the transverse impact parameter of the electrons to
suppress secondary vertices. Secondary electrons appear for instance in semi-leptonic decays
in the hadronisation of the b quark jets iniZhndtt background events. The sum of the
transverse impact parameter significant®«/ot), i.e. the ratio of the transverse impact
parametel Pt over its erroror, is shown in Fig2.13a (Fig.2.13b) for thee*e™ pair with
invariant masamee closest (next-to-closest) to the nominal Z boson nmagsFor both of

these background sources, the displaced vertices are most likely to appear in the softest pair
of reconstructed electrons. A best rejection power is obtained by impdsihBr/or < 30

for the pair withmee >~ mz and a more stringent cut 9f | Pr/or < 15 for the other pair.
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Figure 2.13. Sum of the transverse impact parameter significahBe (o) of €*e~ pairs for a
Higgs boson atny = 150 GeV/&, for the ZZ* continuum, and for Zb and T (a) 3" | Pr/or
from the electrons of the" e~ pair with a reconstructed masge best matching the Z boson mass;
(b) X" I Py /ot from the second*e™ pair.

Another powerful discriminant against secondary electrons in b jets or in general against
fake electrons in QCD jets, is provided by isolation requirements. The electrons coupled to the
Z or Z% in the H— 4echannel are expected to be on average well isolated from hadronic
activity. Hadronic activity in single Higgs boson production appears in NLO processes, in
the recoil against the Higgs boson. The Higgs boson itself generally receives a significant
longitudinal boost in the laboratory reference frame but, as a scalar, decays uniformly in its
centre-of-mass reference frame. In contrast, the electrons in the b jetstfanZib are
accompanied by significant hadronic activity.

Two partly complementary observables can be best used for the isolation gb§low
electrons. These rely either on measurements of primary tracks or on the energy flow in
the hadronic calorimeter (HCAL). Both observables are insensitive to the eventual electron-
induced electromagnetic showering in the tracker material. For the “track isolation”, an
isolation cone of siz&AR = ,/An2+ A¢? = 0.2 is defined around the electron direction, and
tracks withpr > 1.5 GeV/c originating from the same primary vertex withixl P | < 0.1
cm are considered. To avoid suppressing signal events, tracks attached to an electron candidate
of opposite charge, and givimge-e- > 10 GeV/&, are discarded. All the 4 electrons from the
Higgs boson candidate events must satjsfy,,,,p¥p¢ < 0.1. Distributions of this track
isolation observable are shown in Fiy14a. For the “hadronic isolation”, all HCAL towers
in an isolation cone size as above, and contributing \&ith> 0.5 GeV are considered in the
ratio " oneE+ €A/ ps. This ratio is required to be below 0.05 for at least three electrons. The
cutis relaxed to 0.2 for the fourth electron. Distributions of this hadronic isolation observable
are shown in Fig2.14b.

Further electron identification requirements must be imposed to suppress the possible
background, involving “fake” electrons, from Drell-Yan processes at NLO wheré&’a Z
recoils against jet(s). Different electron identification cuts are used depending on the distinct
classes of track-supercluster electron patte46$ ih order to preserve the electron detection
efficiency at alln®. More details can be found in Ref. [37]. This tightening of the electron
identification entails an absolute efficiency loss for the Higgs boson signal below 5%.

2.2.3.2. Kinematics. The cascade H> ZZ® — 4efor a Higgs boson, mostly produced at
small transverse momentum, leads to very distinctly ordgsgdpectra for the four final
state electrons. Moreover, th spectra of the softest electrons for the Higgs boson signal
is on average harder than the one expected from secondary electrons frombtie b
backgrounds. Thus, it is advantageous to profit from the knowledge of the expgted



CMS Physics Technical Design Report, Volume |I: Physics Performance 1053

(%2} (%)
e ! H-ZZ*4e = H—ZZ*—4e — Figgs gl
2 m,, = 150 GeV/c? 2 m,, = 150 GeV/c? - Zb5
10’1 - L
%5 w0t £ 5 L] El
put (a) E c F (b) 3
o b 2 102 =
= o107E = ks E 3
S , =8 ]
L ' e w0 =
10 g \‘\\-\_.\,\‘_w\ 3 i nl“‘\
W ot ““-\ruw
- 3 i By
P T P D P S P P B ) S i ; i
0 005 01 015 02 025 03 035 04 045 05 10 0 01 02 03 04 05 06 07 08 09 1
Track isolation Hadronic isolation

Figure 2.14. Electron isolation observables for the signalnag = 150 GeV/@ and the SM
backgrounds: () track isolatiop, ;one PY2%/ p€; (b) hadronic isolationy_ ;one EX €A/ pS, for
the second least isolated electrons.

Table 2.11.Electronpr cuts, from the lowest to the highegt electron and reconstructed Znd
Z, invariant mass cuts.

me b e ph b mEt g mgn g
(GeV/3) (GeV/c (GeVv/&)

115 7 10 10 15 51 101 10 50
120 7 12 15 15 51 101 10 50
130 7 12 15 15 61 101 10 60
140 7 12 15 15 71 101 10 65
150 7 12 15 15 71 101 15 65
160 7 15 15 15 71 101 15 70
170 7 15 15 20 81 101 20 80
180 7 15 15 20 81 101 30 90
190 7 15 20 30 81 101 40 100
200 7 15 25 30 81 101 40 110
250 7 20 40 50 51 131 20 200
300 7 30 40 60 51 131 15 300

distributions for the Higgs boson signal. A best setp§fcuts as a function afy is given in
Table2.11.

The cut on the softest electron is maintained to a lowest value for simplicity and to
preserve the signal efficiency at lowy. Otherwise thep§ cuts are seen to slowly evolve
for as long asny < 2m; and then rise faster above the Z pair production threshold.pfhe
cuts lead for exampled[7] to a reduction by a factor of 5 to 10 of the @background, and
a factor of 3 to 5 of thettbackground fomm,e < 2m;. Both backgrounds are also heavily
suppressed above 2m

Labelling Z the boson reconstructed with am. closest to the nominal Z mass ang Z
the one reconstructed from the sec@id~ pair, one expects fam,e < 2y in the case of
the Higgs boson signal that,e >~ mz, + mz, with most often the presence of a Z boson on
its mass shellmz, >~ mz. The Z boson masses saturate the phase space and are dominantly
produced with small velocity in the Higgs boson rest frame. The requirement of one real Z
boson suppresses further thdackgrounds for lownge. The cut on 2 is powerful against
the ZZ* continuum and further suppresses thébZnd t backgrounds. A set of optimal
Z; and % cuts is given in Table@.11as a function ofmy. The cuts lead for example [37]
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Figure 2.15. Distributions of the reconstructed invariant masg for the SM Higgs bosons
signal atmy = 150 GeV/@ and for the SM backgrounds after (a) pre-selection step and (b) after
all cuts. The number of events are normalised in cross-section. Single Monte Carlo experiments
corresponding to an integrated luminosity of 30¥bfor (c) a favourable case and (d) a less
favourable case.

for mue ~ 150 GeV/@ to a reduction of the ZZ continuum by a factor of about 6.5 and a

reduction of thettbackground by a factor of about 2.5.
Figure 2.15a shows as an illustration the expectagl invariant mass distributions

for the signal atmy = 150 GeV/@é and for backgrounds after triggering and pre-selection.

The further background suppression from the isolated primary electron requirement, the
p§ and Z mass cuts is seen by comparison in Rig5b. The global selection efficiency
(normalised to the acceptance defined at the generation level) is given in ZaBléor

the signal and backgrounds. Figurs5c and2.15d show for illustration the possible
outcome of two random Monte Carlo experiments corresponding to favourable and less
favourable fluctuations of the Higgs boson signal for an integrated luminosity of 30The
Poissonian probability to have equal or more favourable (respectively equal or less favourable)
fluctuations is of about 5% for the example cases shown.

2.2.4. Systematics

In this section the systematic errors are discussed in the context of a discovery via a
simple event counting method. The “theoretical” and “experimental” sources of errors are
distinguished. The theoretical uncertainties concern the estimation of the background rates
within the cuts defining the acceptance of the Higgs boson signal and are discussed in
Section2.2.4.1. The experimental uncertainties take into account the limited knowledge of
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Table 2.12. Summary of selection efficiencies normalised to the generation pre-selection
efficiency.

my 115 120 130 140 150 160 170 180 190 200 250 300
(GeVv/3)

Signal  24.3 26.0 31.2 35.2 36.0 37.4 38.0 39.9 40.9 42.5 41.2 38.6
YA 5.24 4.94 5.68 5.95 5.14 5.23 6.87 17.8 25.1 26.2 22.3 13.9
Zbb 0.22 0.16 0.17 0.17 0.16 0.10 0.097 0.068 0.037 0.031 0.013 0.001
tt 0.054 0.044 0.043 0.033 0.032 0.022 0.021 0.011 0.008 0.008 0.013 0.006

the detector responses and efficiencies, and of the corresponding Monte Carlo modelling.
These are discussed in Sect®R.4.2. A comparison of different methods for the control of
background systematics is presented in Se@i@m.3.

2.2.4.1.Theoretical errors. The theoretical uncertainty on the number of background events
in the signal region from PDFs and QCD scales variations has been estimatedmMaythe
program [47]. CTEQ6M PDF are used and 20 eigenvector parameters have been varied by
+ 10. Both QCD normalisation and factorisation scales have been varied independently up
and down for a factor two from their nominal values of 2rihe resulting uncertainties from
PDF and QCD scale are of the order of 6% for direct estimation of ZZ background, from 2 to
8% for normalisation to single Z> 2e, and from 0.5 to 4% for the normalisation to sidebands
(discussed further in Sectidh2.4.3). The gluon fusion cross-section uncertainties in the ZZ
background of 8% is also considered as a part of theoretical uncertainties.

The uncertainty on the normalisation of the measurements t@pHeminosity of the
LHC collider is estimated to be of the order of 3% for an integrated luminosity above 10 fb

2.2.4.2. Experimental errors.The main remaining sources of experimental systematics
expected in the CMS experiment after having collected¢f0)fb~1, and relevant for the

H — 4echannel, originate from uncertainties on knowledge of the amount of tracker material
in front of the ECAL, from the precision of the (pattern dependent) energy calibration of
electron objects, and from the control of electron efficiencies. The strategy adopted consists
of relying on experimental data, and in particular on single Z and W production, to minimise
these systematic errors. The electrons from\\v and Z— eedecays are used to control

the energy measurements and reconstruction efficiencies.

A change of the integral amount of tracker material traversed by electrons before reaching
the ECAL is susceptible of affecting the electron selection and identification efficiencies,
as well as energy measurement scales and resolution. The uncertainty on the material
budget will limit the precision of the acceptance calculations, when using the Monte Carlo
model to extrapolate away from the kinematic domain best constrained via single Z and W
measurements.

There are many observables that are directly or indirectly sensitive to the amount
of tracker material, and that have been used in collider experiments. Examples are the
distribution of converted photon vertices, or the shape of Eyg comparing tracker
momentum measuremeit to the energyE measured in the calorimeter in finite cluster
volume, or a comparison of data and Monte Carlo for the Z mass resolution, etc. A new
technique is used which is based on the electron GSF tracking introduced recently in Ref. [46].
The difference between the momentum magnitude at vertex and at the lagf, hitpout,
is a measure of the integral amount of bremsstrahlung. The mean frafgfignof the
energy radiated along the complete trajectory is roughly proportional to the integral amount
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Figure 2.16. Sensitivity to variations of the tracker material budget from electron measurements
based on GSF tracks: (a) measured amount of material as a functigrfafthe nominal tracker
configuration and for an integral material budget changed-9%; (b) ratio of the measured
mount of material as a function o¢#|; (c) measured versus true thicknessXg of the tracker
material; (d) effect of a change of 2% of the material budget on the electron reconstruction
efficiency.

of material traversed. Hence, one can relégen to the material thicknesX/ Xy where
Xo is the characteristic radiation length via the formyha)/Xo >~ —In(1 — fprem), Where
forem= (Pin — Pout)/ Pin-

The amount of tracker material measured in this way for single electron data is shown in
Fig. 2.16a. The results obtained in the configuration corresponding to the nominal tracker
material coincide very well with the known material distribution as given in Ref. [7].
Figure 2.16b shows the ratio of the measured material thickness obtained in configurations
where the amount of material was changedt®y0%, normalised to the measurement results
in the nominal case. The ratio is found to be remarkably stable as a functipre$pite the
fact that the integral amount of material has a strgpuigpendence. Thus, single electrons can
be used in CMS to tune the Monte Carlo model of the tracker materigl glare. Figure2.16c¢
shows that in a given slice the measured material thickness is linearly correlated to a change
(at least within a range af10%) of the true material thickness. Similar results are obtained
when considering various restricted rangep§f within a sample of uniformly distributed
electrons in thep$ range from 5 to 100 GeV/c. With the electron statistics expected from
single Z production for an integrated LHC luminosity©@f10)fb~?, it should be possible to
determine the tracker material thickness to a precision better than 2% over the full acceptance
in n. Figure2.16d shows that such a 2% uncertainty on the material budget will have almost
no effect on electron reconstruction efficiency.
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Figure 2.17. Control of experimental uncertainties using SM data; uncertainties on measurements
of electron reconstruction, isolation and identification as a function ofp(agnd (b) pr;
uncertainties on measuring the energy scale for golden and showering electrons as a function
of (c) n and (d)pr.

Electron reconstruction efficiencies and energy scales will be controlled by electrons
from W — ev and Z— ee decay. Huge cross-sections of these two processes will allow
for a significant reduction of reconstruction uncertainties already after fel fHectrons
from Z — eeare produced centrally with a characteristic Jacolpardistributions around
45GeV/c. It is therefore, expected that the best control of experimental systematics is
obtained in the central part of the detector and for electrons around the Jacobian peak.

Electron reconstruction uncertainties as a function afid pr are given in Fig2.17a and
Fig. 2.17b respectively, for an integrated luminosity of 0.15%bThe expected behaviour of
increased uncertainties when moving away from the Jacobian peak or from the geegiah
can be clearly seen. From the expected reconstruction errors evolution with the luminosity, all
reconstruction efficiency uncertainties can be safely absorbed in a single factor of 1% per
electron, for integrated luminosities larger than 10'b

The second important systematic effect is the uncertainty on the energy scale
determination. Using single Z production, it has been shown in Ref. [48] that the absolute
energy scale for electrons can in principle be controlled with great precision with average
uncertainties reaching values below 0.1%. The systematic uncertainty has to be studied as a
function of p¢ andn® given the different electron spectrum in-H ZZ® — 4eand Z— ee
decays. The reachable precision depends on the amount of integrated LHC luminosity. In
this analysis, the second leg of a Z boson decay, tagged as an electron by imposing stringent
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electronidentification requirements on the first leg combined with a kinematic constraint to

the Z boson mass, is used as a probe to estimate systematics on the energy scale.
Uncertainties versugand pr for golden and showering electrons are shown in Eigj7¢c

and Fig.2.17d, for the integrated luminosity of 0.15fh With expected evolution of these

uncertainties with the luminosity, it is found that an uncertainty in energy scale of 0.5% in the

barrel region, and 1% in the endcaps, for integrated luminosities larger than’1@&m be

safely considered.

2.2.4.3. Control of background ratesFollowing the primary and isolated electron selection
and the application of basic kinematic requirements, only th& Zbntinuum remains as
the dominant or sole background over the full mass range in consideration for the SM Higgs
boson search. Thus, the determination of the mean expected number of SNd&&ground
events in the signal region, defined e.g. by a simple sliding window imrthespectrum,
remains as a key issue.

The three main methods for the estimation of 'ZZcontinuum contribution to the
background in the signal region are:

e direct simulation of the Z# — 4eprocess,
e normalisation to the Z» 2edata,
e normalisation to the sidebands.

The first method entirely relies on existing SM constraints and the theoretical knowledge,
with uncertainties coming from the PDFs used to describe the colliding protons and from QCD
scale variations. It furthermore is reliant on the LHC luminosity uncertainties, and on the
Monte Carlo modelling of the acceptance and detector response for the uncertainties arising
from electron reconstruction and selection. Otherwise, the method potentially benefits from
the fact that the statistical precision on the mean background expectation is only limited by the
Monte Carlo statistics, and can therefore be assumed negligible in the context of a prospective
for an analysis to be performed in a future CMS experiment.

The second method aims at profiting from the fact that the SM single Z production
cross-sections is measured with great precision in an experiment which will have integrated
a luminosity of©@(10)fb~! at the LHC. Using the ratio of ZZ> 4eto Z — 2erates allows
to profit from a full cancellation ofpp luminosity uncertainties, while providing a partial
cancellation of PDF and QCD scale variations uncertainties (due to their correlations in a part
of the initial state phase space) and a patrtial cancellation of experimental uncertainties.

In the method of the normalisation from sidebands, the number of background events
inside the acceptance of the signal region is determined from the number of background
events measuredutsidethe signal region, by multiplying the latter with the ratigc
betweeninsideandoutsideexpectations as determined using Monte Carlo simulation. Using
the sidebands one also expects to fully cancel luminosity uncertainties, to reduce PDF and
QCD scale variation uncertainties and substantially reduce experimental uncertainties too.
Statistical errors with sidebands normalisation come from the statistics of the background rate
outside the signal region and can be a limiting factor for the method. By relaxing some of late
analysis cuts, such as invariant Z mass, the background events rate outside the signal region
increases, reducing therefore statistical errors for this method. The price to pay is an increased
background rate in the signal region too and, therefore, some balancing is needed.

Using results from previous sections, both theoretical and experimental uncertainties are
evaluated for two methods: normalisation to the>Z2e measurements and normalisation to
the sidebands. For the normalisation to single>2e measurements results are shown in
Fig. 2.18a. The overall systematic uncertainty with this method is of about 5%. Experimental
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Figure 2.18. Theoretical and experimental uncertainty estimations for both methods for
evaluation of background from data: (a) normalisation to the single Ze measurements and

(b) normalisation to the sidebands. Expected statistical errors for sidebands are also shown, for
integrated luminosity of 30 fbt.

Table 2.13.Expected number of Higgs boson signbls) and SM backgroundNg) events for

an integrated luminosity of 301, in the optimised window for the reconstructed invariant
massmae. The uncertainties (§g) are given for systematics from experimental (exp.) and
theoretical (theo.) sources, for an analysis where th&Zantinuum has been normalised to

the measurement of single Z production.

my 115 120 130 140 150 160 170 180 190 200 250 300
(GeVv/A)

Ns 152 297 8.18 15.80 17.19 8.38 3.76 9.95 34.05 3820 27.68 21.69
N 2.26 1.94 3.71 4.31 3.68 3.10 3.37 6.42 1462 17.29 1340 7.63
SNg

exp. 0.063 0.089 0.126 0.167 0.105 0.148 0.145 0.187 0.551 0.505 0.466 0.187
theo. 0.039 0.049 0.079 0.098 0.095 0.084 0.100 0.191 0.440 0.549 0.602 0.417

uncertaintiesare seen to dominate fony ~ 2m; while theoretical errors take over above

the pair production threshold. Uncertainties for the sidebands normalisation are shown in
Fig. 2.18b. Statistical uncertainties scale as the square root of the number of background
events outside the signal region and are shown for an integrated luminosity of 3t for

two analysis scenarios: after all analysis cuts and without cuts on the mass of both Z bosons.
A trade-off in the second method is in a somewhat lower nominal significance (for about
8%) while statistical errors decrease by a factor of about 2.5. Full significance calculations
with and without systematics and statistical uncertainties are presented in the following
section.

2.2.5. H— 4e Observability, mass and cross-section measurements

2.2.5.1. Discovery reach.A simple counting experiment is used here to quantify the
sensitivity of the experiment to the presence of a Higgs boson signal. The expected number
of signal (Ns) and backgroundNg) events are evaluated in a sliding window whose central
positionmye varies between 100 and 320 GeV¥,/The size of the optimal window increases
progressively from 6 GeV fcat mse = 115 GeV/c? to 24 GeV/@ atmse = 300 GeV/c?. The
Table2.13presents for each Higgs boson mass hypothesis the mean expected number of signal
and background events, and associated uncertainties.
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Figure 2.19. (a) SignificanceS;p for an integrated luminosity of 30 as a function of the
Higgs boson mass without and with systematics included in both options ®f @Zrmalisation

to the measured sidebands or the measured single Z production cross-section. The sigfificance
is also shown. (b) Luminosity needed for a 8bservation and 5discovery with the systematics
included using Z#’ normalisation to the Z cross-section.

The significance of the H> 4e signal observation is shown as a functionrof; in
Fig. 2.19a as expected for an integrated luminosity of 38 fifhe results are given for both
the S p and thex,, significance estimators. Ti®p is defined as the probability for a Poisson
distribution with meanNg to observe a number of events equal or greater tiagm Ng,
converted in the equivalent number of standard deviations of a Gaussian distribution. The
S corresponds to the widely used log-likelihood ratio significance [49] and is given for
comparison. The effect of including experimental and theoretical systematics, described in
section2.2.4and listed in Table2.13, on the significanc&p [50] is also shown, for two
different methods of controlling the background uncertainties. A signal observation with a
significance above 3 standard deviations is expected in the 4¢ channel alone fomy in
the range from 130 to 160 Ge\Z/,and above 180 GeV7cThe integrated luminosity needed
for a 5 standard deviations discovery of the SM Higgs boson in the #e channel alone is
also shown as a function ofi in Fig. 2.19b. Systematic errors from normalisation to the Z
cross-section have been included.

2.2.5.2. Mass, width and cross-section measurememtsan early stage of the Higgs boson
search and discovery in the-H 4e channel, given very low statistics, a robust and simple
estimation ofmy can be obtained by a simple mean (or weighted mean) ofrthevalues
measured for individual events. The events falling in the pre-defined optimal mass window
introduced in the above Secti@?2.5.1and used to establish the signal significance, can be
used for such purposes. For higher statistics, a fit ofnthgmass distribution to a signal
plus background shape can be used to extract simultaneously the mass and the cross-section
x branching ratio of a Higgs boson signal. Detector effects dominate the Higgs boson mass
resolution below the Z pair production threshold and a sensitivity to the Higgs boson intrinsic
width is expected only for masses well above;2m

The precision on the parameter measurements for the Higgs boson depend on the quality
of the reconstructed electrons and can, in general, be improved using event-by-event errors
on the electron momentum estimation [46]. Example cases for two different sub-samples of
Higgs boson events differing by the pattern of the four reconstructed electrons are presented
in Fig. 2.20. Clearly, event candidates built from fawn-showeringelectrons in the barrel
part of the ECAL, a subset representing only about 1.76% of all signal events, allow for
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Figure 2.20. Mass measurements: (a) example case for two different event sub-samples differing
by the pattern of the four reconstructed electrons; (b) relative errors as a function of the Higgs
boson mass using the mean mass and the fitted mass as obtained for an integrated luminosity
of 30fb~1.

a much bettermy measurement (smallest errors on average and least dispersion of the
mass measurement errors) than candidates built mainly fronsleogeeringelectrons in the
endcaps part of the ECAL. About 36.7% of the signal event candidates contain three or more
showeringelectrons. A weighted mean of the events of thg distribution falling in the

signal window has been considered for the estimation of the Higgs boson mass in Ref. [37].
A simple mean can be also used for simplicity.

The reconstructed Higgs boson mass and its error obtained from the mean value for events
falling in the expected signal window is presented in Rg0b. The error is obtained from
the dispersion of the mean values obtained from large number of Monte Carlo experiments at
an integrated luminosity of 30 3. The results are shown as a function of the Higgs boson
mass. The systematic bias on the mass estimate for thenjpwases for this simple mean
approach is due to the asymmetric shape of the reconstructed signal and can be modelled.
In the mass ranges where the Higgs boson signal significance exceeds 3 standard deviations,
the uncertainty on the mass determination is found to be everywhere below 0.4%. It reaches
values below 0.2% fomy ~ 200 GeV/&. For comparison, results obtained by fitting thg
distribution are also shown. The fit method requires a significant number of events (typically
2 0(10)) to converge and provide reasonably stable resultsnfjhelistribution is fitted by
a signal plus background shape. The signal contribution is modelled with two Gaussians,
describing respectively the core and the lawe tail of the signal distribution. The tail
parameters (fraction, mean and dispersion) are fixed by fitting the “signal only” expectation.
The background is modelled using a flat distribution up to almt~ 2m; and a linear
function (non-zero slope) for higher Higgs boson masses. This has been found to provide a
sufficiently good model of the observation in a restricted mass range around the signal region.
A likelihood fit is then performed on each Monte Carlo experiments and the reconstructed
mass and precision are extracted from the distribution of the fitted values of the peak of the
Gaussian core. Where the fit can be performed, Z@0b shows that an unbiased estimation
of my is obtained within errors.

The fitted number of signal events is used to estimate the production cross-section by
correcting for the global acceptance efficiency. The statistical precision on this measurement
is here also obtained from the width of the distribution of the fitted parameters in Monte
Carlo experiments. An unbiased measurement of the cross-section is obtained over the full
mass range considered here, with a precision of the cross-section measurement between
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20 and 30%. With such a precision, the influence of the detector systematics (about 5%) and
of the uncertainty on the luminosity measurement (less than 3% for 3pifomarginal. For
an integrated luminosity of 60 f, the precision on the cross-section measurement improves
to about 15%.

A measurement of the width is possible only for Higgs boson masses gh2ne where
at the same time the Higgs natural width is becoming large and the detector resolution is
improving. A Gaussian width with central values of about 2.3 Gé\fgc my; = 200 GeV/¢@
and 4.2GeV/¢ for my =300GeV/@ is obtained from the fit, but with a rather large
uncertainty of about 50%.
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Chapter 3. Physics Studies with Muons
3.1. Benchmark Channel: H» ZZ* — 4 muons

TheH — ZZ® — 4, process is one of the cleanest channels for discovering the Standard
Model Higgs boson at LHC. This section presents the CMS potential for discovering the Higgs
boson in this decay mode and measuring its mass, width, and production cross section, in the
range of Higgs boson masses from 115 GEMgc600 GeV/é. Both signal and background
event samples are generated at the Leading Order (LO) approximation, and Next to Leading
Order (NLO) production cross sections, computed using different methods, are used for
their normalisation. To simulate the detector response and reconstruct physics objects, the
full CMS detector simulation and reconstruction software was used. A full treatment of the
most important theoretical and instrumental systematic uncertainties are presented, together
with their effect on the evaluation of the significance of the Higgs boson observation and on
the measurement of its parameters. To minimise systematic uncertainties, new methods of
reconstructing the most important corrections directly from data were developed.

3.1.1. Physics processes and their simulation

The Higgs boson event samples for 18 Higgs boson mass points and the three main
background processet, (Z® /y*)bb and (Z*/y*)(Z® /y*) were simulated using the
CMS simulation [8] and reconstruction [10] software. These three backgrounds will be
hereafter referred to a§, Zbb and ZZ, respectively. Details on the generator-level simulation
conditions, cross sections and K-factors can be found in [51]. Many other plausible
background candidatesbhbb, boct, «tct, single-top, Z&, Wb, W, fake andr/K decay
muons in QCD, were considered and found to be negligible. An example ofardd — 4u
event is shown in colour plateP3.

Only events with at least 2uand 2, in pseudorapidity rangén| < 2.4 and with
pr > 3GeV/c were retained for further analysis. Muons outside these kinematic limits
could not be reconstructed in the CMS detector. Additional cuts were applied on dimuon
invariant masses for the Higgs boson samples $n% GeV/&) and for ZZ and Zb samples
(mutu~ > 5GeV/®). The firstu*u~ pair in the ZZ and Zb samples was defined as the
one with its invariant mass closest iy, while the secong.* .~ pair was made out of the
two remaining highespr muons of opposite charge. These cuts do not bias the Monte Carlo
samples since all the analysis cuts, described below, are tighter.

The Higgs boson samples were generated withaia 6.225 [24] (LO gluon and weak
boson fusion, gg= H and gy — qgH) interfaced viacmkin [52]. Events were re-weighted
to correspond to the total NLO cross sectiegpp— H)- BR(H — ZZ) - BR(Z — 2¢)?
(Fig. 3.1). The cross section(pp— H) and the branching rati8 R(H — ZZ) were taken
from [53]; BR(Z — 2¢) =0.101 [54]. Interference of permutations of identical leptons
originating from different Z bosons results in an enhancement to the cross section for
H— ZZ™® — 4¢) processes with identical leptons [51], which is about 15% rfgr=
115 GeV/¢€ and steadily goes to zero fany = 180 GeV/&. This correction was calculated
with CompHEP.

The tt samplewas generated witlryTHia 6.225 (LO gg— tt and qg — tf). Events
were re-weighted to correspond to the total NLO cross seetigp — tf) - BR(W — £v)2.
The NLO cross section (pp — tf) = 840 pb was taken from [55] and the branching ratio
BR(W — ¢v) = 0.320 from [54].

The Zb — p*u—bb sample was generated with ti@wmpHEP 4.2p1 [43] matrix
element generator, interfaced tetHIA 6.225 for showering and hadronisation. Included



1064 CMS Collaboration

S Sy
5 5 .
6 L i
o r ]
(%] 4 _
o 4 ]
@ T ]
s ]
o 3 ]
2 =
1 .
T R
100 200 300 400 500 600

M, (GeV)

Figure 3.1. Standard Model NLO cross section for the proc&g&®™ — 4 uvs. Higgs boson
mass.

sub-processes wer@ tgg— (Z/y*)bb — w*~bb. The correspondingompHEP LO cross
section was found to be 116 pb. To obtain the NLO cross section a NLO K-figtpp =
2.4+ 0.3, computed withicrm [56], was used.

The q— ZZ — 4 and dq— ZZ — 2u2t event samples were generated with
CompHEDP, including both the t- and s-channel diagrams [57]. TlierpPHEP events were
further interfaced teytaia 6.225 for showering and hadronisation. ThempHEP LO cross
sections for the two sub-processes were 113fb and 157 fb. To account for contributions
due to all the NLO diagrams and due to the NNLO gluon fusion{ggZ, known to
contribute~ 20% with respect to the LO [42] cross section), events are reweighted with
the my,-dependent K-factoK (ma,) = KnLo(mg,) +0.2. The NLO K-factorKyo(ma,,)
was obtained withmcrm. The details on the dynamic differences between NLO and LO are
summarised elsewhere [58].

The my, distributions for a Higgs boson signal ofiy = 140 GeV/c? and the main
backgrounds are shown in Fig.2 after the pre-selection cuts described above.

3.1.2. Event selection

3.1.2.1. Trigger and offline muon selectionCMS has been designed and optimised to detect
and reconstruct muons. These particles provide a very clean signature and thus a very high
trigger efficiency, with an average of 98% for the Level-1 Global Muon Trigger [7]. The
inclusive muon triggers based on the selection of a single muon gith 19 GeV/c or
dimuons withpr > 7 GeV/c assures an efficiency of practically 100% for collecting events
with four high-pr muons.

In order to minimise muon reconstruction systematic uncertainties, we select only those
reconstructed muons that have transverse momeptum?7 GeV/c, if they are in the central
pseudo-rapidity region (|n< 1.1), or with momentump > 13/, GeV/c, if they are in the
endcaps (|h> 1.1) [59]. These cuts do not affect the number of accepted signal events
significantly.

Also, we require that all four possible combinations of the reconstructed dimuon
masses be above 12 GeV/m,+,- > 12GeV/&. As in the previous case, this cut has a
very little effect on the Higgs boson events and is primarily intended to suppress poorly
simulated hadron background contributions originating from charmonium and bottomium
dimuon decays.
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Figure 3.2. Distributions of m,, after pre-selection cuts fof, Zbb, ZZ and a Higgs boson signal
of my = 140 GeV/@&.

3.1.2.2. Discriminating variables. The H— ZZ® — 4 signal presents a characteristic
topology, which consists of two opposite charge muon-pairs in the final state. All four
muons are isolated, have a high transverse momentum and point to the same Z-boson
mass, depending on the restrictions in the phase space introduced by the Higgs boson mass
itself. The four-muon invariant mass peaks at the Higgs boson mass, within the detector
resolution. The width of the resonant peak accounts for the natural Higgs boson width and the
detector resolution.

In Zbb andtt background events, two of the muons come from b-quark decays and
are usually found within a jet (i.e., non-isolated), have lower transverse momenta and often
exhibit detectable displaced vertices. The isolation is defined as the amount of transverse
energy in the calorimeter (calorimeter isolation), or the sum of the transverse momentum of
the tracks reconstructed in the tracker (tracker isolation), inside a coneyispace with
a radiusR = /(An)2+ (A¢)? around each muon. Figui3 (left) shows the distribution
of the calorimeter isolation variable for the least isolated muon, for two potential Higgs
boson signals, 150 GeV7@and 300 GeV /¢ and for the background. Requiring a maximum
isolation in all four muons drastically suppresseand Ztb contamination.

Further restrictions on thgr spectrum of the 2 lowegir muons in the event (see Fig.3
(right), for the 2nd lowespr muon) reduces even more thieand Ztb contamination. In
this way, the ZZ background, which presents a topology very similar to that of the signal,
becomes the dominant and irreducible background. Only the four-muon mass distribution,
the main discriminant, allows the resonant Higgs signal to be identified over the continuum
ZZ production.

Distinction on the basis of dimuon invariant mass or displaced vertices does not increase
the Higgs boson signal over the ZZ background. However, they may play an important
role in eliminating other possible unaccounted for backgrounds, arising from the primary
interactions, accelerator beam halo, detector mis-performance, etc.

Additional variables that may help discriminating H from the dominant ZZ background
have been studiedor(4u), number of jets and thekr, etc. However, these variables are
driven by the NLO production processes, while our samples were generated at the Leading
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Figure 3.3. Examples of discriminating variables: (left) muon calorimeter-based isolfjdy

for the least isolated muon and (right) transverse momentum of Yhéo®est pr muon. The
hatched histograms represent the Higgs boson signals of masses 15¢ @ed /800 GeV/g,

while the solid, dashed and dash-dotted lines indicate the contribution froth, tAiZ and Zib

backgrounds, respectively. The arrows indicate the positions of the cuts.

Order bypyTHIiA andComPHEP. Therefore, any conclusions that we might derive from these
samples would not be reliable. Some muon angular distributions also have some differences
originating from the underlying spin structures, but they are not sufficiently discriminating to
be used and may be strongly affected by the NLO diagrams.

3.1.3. Higgs boson search analysis

3.1.3.1. Search usingy,-independent cuts. Given the clear signature of the Higgs boson
events, the signal extraction has been performed with a unique set of cuts, independent the
Higgs boson mass, the details can be found in [60]. A Higgs mass-independent analysis
is expected to minimise the dependence on the simulation of the discriminating variables
in the Monte Carlo and the sensitivity to systematic errors. It is also readily applicable to
real data and robust under variations of the detector conditions (calibrations, resolutions,
efficiencies). Moreover, in our case, a mass-dependent selection does not significantly increase
the significance of observing a signal.

A unique set of selection cuts has been designed to make the analysis robust when applied
to real data. As explained below, some of the cuts (dimuon invariant ppassits on the two
hardest muons and isolation cuts on the two most isolated muons) slightly decrease the signal
significance but make the selection more robust under imperfect conditions in the detector.

A loose requirement on the invariant mass of the pair of unlike-sign muons in the event
which is closer to the nominal Z-boson mass, namely, 70 G&V/,+,- < 100 GeV/é,
leaves more than 90% of the signal, while eliminating around 50% ofttientamination.

The loss in the signal is due to the internal bremsstrahlung ard2z — 2u4v decays.

Cuts of 12GeV/c and 8 GeX are set on ther of the two lowestpr muons. Thepr
of the two highester muons must be larger than 15 GeV/c. The latter cut affects neither the
signal nor the background, but is considered useful for eliminating unexpected background
in real data. The efficiency of thpr cuts in the signal is close to 90% while it suppresses
around 50% of the remaining Bbevents, 40% of thetf events and about 20% of the
ZZ background.
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Figure 3.4. (Left) H— ZZ® — 4 efficiencyvs. my after different cuts are applied. (Right)
Reconstructed four-muon invariant mass distribution, for an integrated luminosity of 3¢
background (shaded histograms) and several Higgs signals (hatched), after the selection criteria
are applied.

For the purposes of the isolation cut optimisation, different cone radii and several energy
and transverse momentum thresholds have been studied. Those yielding the maximum signal
significance are, for calorimeter isolation, a cone radius of 0.24 and energy thresholds of
5GeV and 9GeV, while for tracker isolation a cone radius of 0.20 pndhresholds of
2.5GeV/c and 4 GeV/c. The numbers are given for the two least isolated muons. Although
a requirement on the isolation of the two most isolated muons does not increase the signal
significance, following the same argument as in the case optheuts, a cut of 3.5GeV/c
and 5 GeV/c for the calorimeter isolation and 2 GeV/c and 2.5 GeV/c for the tracker isolation
is set for the two most isolated muons.

After these cuts, Zb andtf events are suppressed to a negligible level in comparison to
the remaining ZZ background. The efficiencies of each selection cut over the signal, for the 18
Higgs mass points studied, are shown in Bigt (left). The four-muon mass distributions for
signal and background events that survive the selection cuts are displayed3mfigyht).

In order to estimate the statistical significance of the signal, the log-likelihood ratio (LLR)
statistical method [652] is used. The distribution to discriminate signal and background is
the four-muon invariant mass (Fig.4 (right)). This distribution, for each Higgs boson mass
hypothesis and for the background, is used to calculate the log likelihood +a&2imQ,
which is then used to evaluate the compatibility of the data with eithersiipeal plus
backgroundor the background-onhhypothesis [60]. The-2 InQ estimator is sensitive both
to the normalisation and the shape of the discriminant. Each event in the sum has a weight
In (1 +s/b) which depends on the signal-to-background rajb, in the bin where itis found,
which in turn depends on thy hypothesis. The whole spectrum of the discriminant variable
enters the LLR calculation. This avoids any ambiguity in the definition of a signal region for
determining the signal significance, present in counting methods.

Figure3.5 (left) shows the statistical significanc®, = /< 2In Q >, for an integrated
luminosity 30fb* at different m,, invariant masses, should the Higgs boson exist at one of
these masses. Based on this distribution, the plot on the right depicts the integrated luminosity
required to reach a statistical significance of the signal ofaBd 5¢, as function ofmy.

The expected integrated luminosity required to exclude the signal at the 95% confidence level
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Figure 3.5. (Left) Statistical significance of the signah , as function of the Higgs boson

mass for an integrated luminosity of 30fh for mass-independent cuts (filled circles) and
mass-dependent cuts (empty circles). The shaded band represents the statistical uncertainty on
S . (Right) Integrated luminosity, for mass-independent (lines with filled squares, circles, and
triangles) and mass-dependent cuts (lines with empty pointers), required to achieve a statistical
significance of three (middle pair of curves) and five (upper pair of curves) standard deviations,
as a function of the Higgs mass. The integrated luminosity required for excluding a Higgs boson
signal at the 95% C.L. in a background-only experiment is also displayed (lower pair of curves).

in a background-only experiment is also shown as functiomgf The effect of including
systematic uncertainties (subsect®i.3.3) in the calculation of_is at the level of 15%-

20% of the statistical accuracy of the expected significance, supporting that this analysis is
not dominated by systematic uncertainties.

In order to more accurately quantify the degree of compatibility of the observed data
with any of the two hypotheses, the confidence levelg @hd CLs are defined using the
—21InQ probability density functions, pdf, for both the background-only and the signal-plus-
background hypotheses (details can be found in Refs 6[6|),

The presence of a signal can be inferred from the behaviour -CILL, for the
background-only hypothesis, which is the probability of observing in a sample of simulated
background-only experiments a more signal-like value-@flnQ. The observation of the
value 1— CL, = 2.85x 1077 indicates a 5cexcess in the data with respect to the background
expectation. While C} quantifies the lack of compatibility of an excess of observed events
with the background-only hypothesis, Cgives information about how compatible it is with
an actual signal (FigB.6).

3.1.3.2. Search usinga,-dependent cuts. One can take advantage of the fact that the Higgs
boson resonance B ZZ* — 4y is relatively narrow and use gp-dependent cuts for its
search. All details of such search strategy can be found in [51]. The analysis steps in this case
would be as follows:

e First, events with 4 muons (Z2u,™) satisfyingpr, p, andm,,- quality cuts as described
in Section3.1.2.1are selected. This ensures that muons are reliably reconstructed and
removes a “contamination” originating from heavy quarkonia decays.

e Second, after reconstructing a four-muon invariant mass, thedependent cuts are
applied. The cuts, being smooth functions of fmare optimised in such a way that they
maximise the significance of the Higgs signal exagsall Higgs boson mass points.
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Figure 3.6. Mean values for - CL, (left) and 1— CLs (right) as a function of the Higgs boson
mass hypothesis, assuming existence of Higgs boson at 250 &e\g4s and for an integrated
luminosity of 10 fo-t. The observation of the Higgs is just a little bit shy of thediscovery (left).
The mass points for which the curve-ICLg is above 0.95 are excluded at 95% CL (right). The
1o and 2obands on 1 CL, and 1— CLs, originating from the Poisson statistical fluctuations of
the number of background events in each bin of the discriminant distribution, are also shown.

¢ And finally, the resulting m, distribution is analysed for the presence of a Higgs boson
resonance. The search can be done using either the LLR signifiGnestimator built
for the whole spectrum or the LLE | estimator built for a single-bin, or signal window
(counting experiment). The direct comparison of the results can be found in [51].

To perform the desired gp-dependent cut optimisation, we used a recently developed
programcarcon [63]. The counting experiment significance estima&gris the natural tool
for such optimisation. The first half of the available Monte Carlo statistics was used for the
cut optimisation. The results for the 18 Higgs mass points were then fit to obtain smggeth m
dependent cuts. It was found that, given the level of the expected dominant backgrdunds (t
Zbb, ZZ7), there are only three critical discriminating cuts (details are given in B&):[

e The muon isolation cut, both tracker- and calorimeter-based, on the worst isolated muon,
or equivalently one common cut on all four muons. This cut strongly suppréessesl
Zbb backgrounds. The cuts gets tighter and tighter as gets smaller since Zbandtt
increase (Fig3.2).

e The pr on the second lowegtr muon, or equivalently one common cut on the three highest
pr muons. This cut helps to further suppres$2ackground to the level well below ZZ
and reduces the ZZ background at high four-muon invariant masses. This cut becomes more
stringent with increasing .

e The my, window being used for scanning over the background. It roughly corresponds to
the+ 20 width, wheres is the Higgs boson peak width that includes the detector resolution
and the Standard Model Higgs boson width.

The final results are obtained by applying these cuts to the second half of the available
Monte Carlo statistics. The observed stability of the results ensures that the cut optimisation
did not pick peculiar phase space corners corresponding to statistical flukes. After applying
the cuts, thett and Zlb backgrounds are now suppressed well below the irreducible
ZZ background.
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Figure 3.5 shaws, for different Higgs boson masses, the expected signific&ce
at £=30fb! (left) and the average integrated luminosities at which a-tfiscovery”,
“3o-evidence”, and exclusion at 95%CL are expected (right). The gain in significance
with respect to the flat, g-independent, cuts can be easily translated into probabilistic
terms. For example, the Higgs boson witly = 130 GeV/¢ is right at the “5cdiscovery”
threshold for an integrated luminosity= 30fb~. The difference in the average expected
significance, 5.1 and 6.0, means in this case that the chances of observing significance in
excess of 5 fomy = 130 GeV/c? at £ = 30fb! are 55% for the flat cuts and 80% for the
m4,-dependent cuts.

3.1.3.3. Systematic errors.The analysis of the systematic errors can be sub-divided into two
distinct stages. First, one needs to understand the level of uncertainties in predicting the level
of background in the vicinity of a particulargnpoint being investigated for a possible event
excess. Second, these uncertainties in the background need to be included in the evaluation of
the significance of an excess of events, should it be observed.

Uncertainties in the signal are not very important for establishing an excess of events
over the background. It is the uncertainties in the background that are of main concern. After
applying the analysis cuts as described earlier, the ZZ production is the dominant irreducible
background with all other processes giving much smaller contributions. This reduces the
analysis of systematic errors to those of the-2Z4 . process.

One can try to evaluate the theoretical and detector performance related uncertainties
starting from the first principles. However, especially during the earlier stages of the
detector operation when the changes in the system are frequent and hard to monitor and
timely incorporate into the detector Monte Carlo simulation, these estimations have limited
predictability. Therefore, we developed methods evaluating various corrections, such as muon
reconstruction efficiency, muon isolation cut efficiency, directly from data in order to minimise
reliance on the Monte Carlo simulation, and, thus, significantly reducing the associated
systematic errors. Also, throughout this analysis, we estimate the background around a
particular m,, with reference to ameasuredcontrol sample. Note that this completely
eliminates uncertainties associated with measuring the luminosity and reduces the sensitivity
to PDF and QCD-scales. For the control sample, we use either the inclusiv@ ;Zprocess
or sidebands of the gp spectrum itself.

The main uncertainties can be grouped as follows:

1. Uncertainties associated with the background production riagespt directly related to
CMS Detector performance itself:

e ZZ: PDF and QCD scale uncertainties described in details in Ref. [47].

e ZZ: NLO and NNLO contributions vs LO described in details in Ref. [58] plus some
related issues are discussed in Ref. [42]. These possible uncertainties are not taken
into account in the results shown below, for details see Ref. [51].

e LHC luminosity: when we estimate the ZZ background events in the signal region via
the measured number of events in the control samples, the luminosity uncertainties
largely cancel out.

2. Uncertainties associated with the CMS detector performance (hardware/software) and our
analysis-specific cuts:

e ZZ: Trigger efficiency, being very close to 100% due to presence of four muons, does
not have substantial systematic errors.
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Figure 3.7. Uncertainties in the count of the Z& 4. background events in the signal region
window at different ng,,. The window size isk20 of the expected experimental Higgs resonance
width. (Left) The background event count in the signal region is derived from the measured number
of Z — 2u events. (Right) The background event count in the signal redids,calculated from

the number of ZZ> 4. eventsB in the range 100 GeV 76700 GeV/é (excluding the signal
region window), i.,eb=p - B.

e ZZ: The muon reconstruction efficiency is determined directly from data [H®.
associated systematic error is less than 1% per muon. Using normalisation to the
measured Z> 2. process, this leaves us with 2% uncertainty per event for the
ZZ — 4u background production.

e ZZ: The muon isolation cut efficiency is also determined directly from data [64]
with about 2% uncertainty per event.

e Higgs: my, resolution is affected by muopy resolution. This almost does not affect
the background distribution. In [51], we show that even making a mistake in the
mg,, distribution width by as much as 25% has only a tiny effect on evaluating a
significance of an excess of events. The mpemesolution is fairly easy to measure
from data using the measurddy, andZ peak widths with the precision much better
than needed.

e ZZ: my, scale. The effect of these uncertainties on the number of background events
in a signal window appears only on steep slopes of thg dustribution. For the
steepest part of thepdistribution in the 180 GeV /200 GeV/é range, we obtain
8b/b ~ 0.16m,,,, where m,, is in GeV/ andb is the number of background events.
This implies that to be able to neglect this effect, one needs to know the momentum
scale with precision of 0.1 GeV g ~ 50 GeV/c. This can be easily achieved with
just a few hundreds of Z> 2. events.

Fig. 3.7summaries all systematic errors on the expected number of events inthéZ
background for the two methods: via referencing to the total measuredz cross section
and via referencing to the event count in the sidebands of thespectrum itself.

Significance with the background uncertainties included

For the Gaussian-like signal over relatively flat background,Shend S, estimators are
strongly correlated, with the typical difference of 5%-10% [51]. This stems from the fact that
the signal peak is very localised and the background is relatively flat. This allows us to study
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Figure 3.8. Effect of including systematic errors into evaluation of significance at the time of
measurements. The reference luminosities, dependent on the Higgs boson mass, are chosen to
correspond to an observation of significarg&e 5 without systematic errors. Solid circles show
degrading of significance for the case of systematic errors when the background is evaluated from
the measured Z> 2 cross section. Open circles show the effect for the case when the background

in signal region is normalised to the sidebands.

the effect of systematic errors on the evaluation of significance at the time of measurements
using the counting experiment approach, for which everything can be done analytically. All
details on the method we use can be found in Ref. [51]. The method allows to account for the
theoretical and instrumental systematic errors as well as for statistical errors when a control
sample with a limited event count is used.

The final result of these studies is presented in Bi§. Starting from an integrated
luminosity at which the statistical significance of a Higgs boson observation would be equal
to 5 (if the level of background without any errors was known), the figure shows how this
significance must be de-rated due to the systematic errors at the time of the measurements
as described in the previous sub-section. The effect of systematic errors at low or high
luminosities is not as important: at lower luminosity the significance is not sufficient to
make serious claims, anyway; while after surpassing the significance of 5, the existence of
the Higgs boson can be considered established and the focus must be switched to measuring
its parameters.

The two curves with full and open circles show the difference of the two methods for
evaluating the background in the signal region: via normalisation to the measured Z
2. cross section, and via normalisation to the event count in sidebands (100G®V/c
700 GeV/é, excluding the signal region). The effect of systematic errors at lower luminosities
becomes smaller for the former method and quickly diverges for the latter. As the luminosity
increases, the trends obviously reverse. Around the thresh@e:@, the difference between
the two methods is not very dramatic; the true benefit of using two approaches to estimating
background from data is in their complementarity.
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Localsignificance and overall statistical fluctuation probability

In a search for a relatively narrow 4pvariant mass peak over a broad background spectrum,
one must take into account that the probability of observing a background fluctuation giving
an excess of events consistent with a Higgs hypothesgowfe particular massight be
considerably higher that the local significance calculated for a given mass might imply.
This over-estimation of significance strongly depends on how the analysis is set and what
constraints/priors on the “phase space” of parameters are used. For example, in a search
specifically tailored for the Standard Model Higgs, the only free parameter is the Higgs boson
mass; its width, production cross section, and decay branching ratios are dependent on the
mass. To make the search even more constrained, one can use a prior on the Higgs mass as it
comes out from the precision electroweak measurements. A specific case study showing the
potential scope of the effect, which may be comparable or even larger than the effect of the
systematic errors discussed above, is given in Apperdix

3.1.4. Measurement of the Higgs boson properties at30 fb™?

The capabilities of the CMS detector to measure the mass, cross section and width of the
Higgs boson are determined for an integrated luminosity of 30 fB5]. These parameters

are measured using a binned maximum likelihood fit to the reconstructed four-muon invariant
mass, which includes the signal and background contributions after all the selection cuts have
been applied (Fig3.4 (right)). The ‘observed’ distributionfsy, is expressed in terms of the
signal, ps, and backgroundp,, probability density functions (pdf) as:

fso(May; Meit, T, Ns, Np) = Ns - ps(May; Mrie, I') + Np - Po(May,)

Ns is the number of signal eventisl, the number of background events;; the position of

the mass peak ard the intrinsic width of the Higgs boson. The signal pdf is the sum of two
contributions: a convolution of a Breit—Wigner signal shape with a Gaussian distribution that
accounts for detector resolutiopsore, and a function that reproduces the radiative tail due to
internal bremsstrahlungpa;; :

Ps = B - Peore(May; Mie, I, o) + (L= B) - Prait (May; Mkit, T)

where 1— g is the fraction of signal events in the radiative tail. The tail shape is parameterised
ad hocas

Prail = 53 .

if M4, < my;; and is zero otherwise [66]. FiguBe9 (left) illustrates the different contributions
to fsp. The ps function is fitted to the signal-only distributions to obtain the parameters of the
radiative tail, which remain fixed in the fit to the signal plus background spectra.

For Higgs boson masses below 190 Ge//the intrinsic width is negligibly small
compared to the mass spread introduced by the experimental resolution and the signal is thus
approximated by a Gaussian shape. For masses above 400%G#\/oatural width of the
Higgs is much larger than the experimental resolution, hence the description using a pure
Breit—Wigner function yields similar parameters as those obtained from the convolution.

The detector resolution is extracted from thg,ndistribution of ZZ events with a four-
muon mass above 2mfor which the kinematics is similar to that of the signal. For masses
below 2ng, the intrinsic Higgs boson width is negligible, therefore the resolution is measured
directly from the width of the ), distribution. This width has been found to be consistent
with the extrapolation of the resolution determined using ZZ events.

(Mg —myip)? exp <m4u_ mfit)
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Figure 3.9. (Left) Example of the shapes of the different contributionsdg (Right) Data-like
distribution expected for a Higgs boson signalsmf = 250 GeV/&, for an integrated luminosity

of 30fb1, together with the result of the fit (solid line) and the expected background (shaded
area). This pseudo-experiment is selected randomly.
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Figure 3.10. (Left) Relative shift of the fitted value of the Higgs boson mass with respect to the
input my value, as function omy. The shaded area is the error in the determination of the peak
value from the fit, also shown as function of the Higgs boson mass (right). The dots correspond to
the result of the convolution and the triangles to the Gaussian approximation.

The background pdfpy,, is approximated by either a polynomial or an exponential
function, depending on the mass region under study. The parameters are determined
performing a binned maximum likelihood fit to the background sample. The parameters
defining the shape of the background are fixed in the global fit to signal plus background,
but not its normalisation.

The values of the parameters, together with their errors, are obtained directly from the fit.
The result of the fit to the signal plus background distribution is shown inFgjright) for
a Higgs boson signal afi; = 250 GeV/é. Figure3.10(left) depicts the relative shift of the
fitted Higgs boson mass with respect to the true mass, together with its statistical error. These
values are compatible with zero in the full range of masses, which means that the true mass
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Figure 3.11. (Left) Relative error in the cross-section measuremét;/Ns, as a function of the

my. AN is the statistical error dils obtained from the fit. The dots correspond to the result of the
convolution and the triangles to the Gaussian approximation. The dashed line indicates the impact
of the systematic uncertainties. (Right) Measured Higgs boson width (squares), its statistical error
(green band) and the theoretical calculatiomgf(dashed line). Upper limits to the width at 95%

C. L. are shown (red line) fomy < 190 GeV/é. The result of Gaussian (triangles) and Breit—
Wigner (dots) fits are also shown for comparison.

is accurately recovered after applying the fitting method to the reconstructed sample. The
evolution of the relative error as a function of the true mass is displayed ir8Hig(right),
showing that the mass can be measured with precisions from 0.1% to 5.4%. The increase in
this error around 170 GeV7ds due to the smaller signal statistics caused by the suppression
of the H— ZZ® decay at this mass. The increasing uncertainty at higher masses is due to
the smaller production cross sections, the larger intrinsic width of the Higgs boson and, to a
lesser extent, the worse resolution for highmuons.

The number of signal and background events is obtained from the fit. The relative error
in the cross-section measurement is determined from the number of signal éNgrate( its
statistical uncertainty (Ns) as ANs/Ns, shown in Fig.3.11 (left) as function of the Higgs
boson mass. The contribution of the background is properly taken into account, as its nor-
malisation is a free parameter in the fit. The cross section can be determined with a precision
between 20% and 45%, except for masses below 130 GeWhere the statistics is low.

The measured width, together with its statistical error, is presented i Rigy(right) as
function of the true mass. The width can be determined with an error between 35% and 45%
above 190 GeV £ Below this mass there is no sensitivity to the Higgs boson width and upper
limits at 95% confidence level (C.L.) are set. For the sake of comparison, the width obtained
by fitting only a Gaussian for masses below 200 Gé\4ftd only a Breit-Wigner for masses
above 200 GeV fis also shown, together with the statistical uncertainty. The Breit-Wigner-
only fits do not take into account the detector resolution, and therefore the intrinsic theoretical
values are not recovered.

The measurement of the parameters is affected by systematic uncertainties in the
muon momentum resolution (determined from data), in the muon reconstruction efficiency
(around 2%) and those associated to the selection cuts (close to 1%) [60]. These systematic
uncertainties are mostly uncorrelated. The impact in the measured mass and width is
small. The cross-section measurement is also affected by the uncertainty in the luminosity
determination, which is around 3% (Fig;.11(left)).
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Theresults obtained for Higgs boson masses around 170 Gefytabove 500 GeVig
for which the expected number of events is somewhat lowet 30fb~2, have to be
taken as representative results for the typical expected distributions. The higher errors of the
parameters for thosay values are consistent with statistics. For extending the measurement
of the Higgs boson parameters to smaller masses or to lower luminosities, it should be more
appropriate to extract the parameters from a large set of randomly chosen four-muon mass
distributions with the correct statistics.

3.1.5. Conclusions

Discovery of the Standard Model Higgs boson and measurement of its mass, production cross
section and width in the “golden” decay mode-HZZ* — 4, were analysed with the
CMS Detector. The explored range of Higgs boson masses was 115 &@00GeV /8.
The Monte Carlo samples were normalised to represent the NLO cross sections, including
my,-dependent K-factors. To simulate the detector response and reconstruct physics objects,
the full CMS Detector simulation and reconstruction software was used. The Higgs boson
discovery potential was explored for different analysis variations, including the use of
m4,-dependent and flat cuts, log-likelihood ratio based on the fu)l, spectrum and
a straightforward counting experiment approach. A full treatment of the most important
theoretical and instrumental systematic errors and their effect on evaluation of significance of
the Higgs boson observation as well as measuring its parameters were presented. To minimise
systematic errors, a number of methods of reconstructing the necessary corrections directly
from data were developed.

It was shown that at-2fb~! of integrated luminosity, CMS would be able to start
excluding the Standard Model Higgs boson at 95% CLrfgy in vicinity of 200 GeV/¢&.
By the time CMS reaches 30 b2, it would exclude the Standard Model Higgs boson in its
four-muon decay mode in the mass ramgg = 120 GeV/é-600 GeV/é, if indeed it does
not exist.

The discoveries at the level of “Bdlocal significance could be already possible at
~10fb~1 for my in the range 140 GeV 76150 GeV/€ and 190 GeV/&-400 GeV/8é. By the
time ~30fo~! are collected, the discovery range would open up to 130 GeMAD GeV/é
and 180 GeV/&-500 GeV/é. An observation of the Higgs boson with the masg ~
170GeV/é or ~600GeV/€ in the H— ZZ™® — 4, decay channel would require an
integrated luminosity of the order of 100th

At the integrated luminosity o£30 fb —%, the Higgs boson mass could be measured with
a precision between 0.1 % and 5.4 %, depending on its mass. The intrinsic width could be
measured only for the Higgs boson heavier than 190 G&Wyith a precision~ 35%. For
lower masses, the Higgs boson width becomes much smaller than the detector resolution and
only upper limits of the order of a few GeV could be set. The production cross section would
be determined with a precision30%.

3.2. Benchmark Channel: H- WW*) — 2 muons

3.2.1. Introduction

Previous studies [6B8] demonstrated the relevance of the-HZZ® — 2/2v channel for
the Higgs discovery with an integrated luminosity of less than%.ffhe physics study was
performed on the data produced at the end of the full simulation, trigger and off-line detector
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reconstructiorthain, including realistic assumptions for the sub-detectors misalignments. The
goal of this study is to provide the discovery potential as a function of the Higgs mass using
detailed simulation reconstruction code, considering all the relevant background contributions
and providing an as much as possible complete estimation of the systematic errors. The muon
reconstruction has an average efficiency in the detector geometrical acceptan@4jn <

of 95-99% for the transverse momentum ranging from 5GeV/c uprte 1 TeV/c, as
extensively discussed in [7], while the fraction of mis-assigned charge for muons with
Pr =100GeV/c s less than 0.1%.

3.2.2. Physics processes

3.2.2.1. Signal processesThe signal was studied in the range between 130 to 180 GeV using
7 samples of datasets (Tal8€l). The generation was done using tyeHI1A program [69],
considering the most relevant signal sources:

gg— H > WW® — 2,2p (3.1)
qd— VVJq — HgG; H > WW® - 2,20 (3.2)

In the simulation, digitisation and reconstruction the effect of the event pile up expected at the
machine luminosity X 10%3cm~1s~2 was included. An example of a pp H + X event with
H — WW — uvuv is shown in colour plat€P4.

3.2.2.2. Background processesThe dominant background giving the largest contribution at
the end of the complete selection chain, is the irreducible one from the continuum production
of W pairs decaying into muons and neutrinos. Other significant or critical sources of
backgrounds are the production of top quarks and the Drell-Yan muon pairs. The most
important backgrounds are thus the processes:

g4 — W'W~ — 2u2v (3.3)
gg — tt — 2u2v (3.4)
aqg—y*, Z—2u (3.5)

Furthercontributions frombb, ggWW, W Z, ZZ, and Wt production processes were
also considered. A part froWt andgg — W W, all the processes have been generated with
pyYTHIA. For the former process, tirPREX Monte Carlo [44] has been used which correctly
takes into account the top mass and the spin correlations throughout the decay chain. The
latter dataset has been simulated starting from a Monte Carlo sample produced by N. Kauer
et al. [70]. The full list of dataset samples used for the background study is given in3[able

3.2.2.3. Cross sections at NLOAII the processes considered in this study have been
simulated with LO accuracy. In order to approximate the NLO predictions for the signal
and the W-pair background, phase space depended reweighting K-factors has been applied
[71]. These factors have been obtained by matching respectivelgtiugstribution of the

Higgs and of th&V*W~ system provided byyTaia to the one predicted byc@nvo [72]%.

The K(pr) factors used for eacpy intervals are given in Appendix of [73]. The absolute
cross sections for Higgs production through gluon-gluon fusion and vector boson fusion have
been calculated [20] and are listed in TaBl&.

38 For the signal, only the Higgs production through the gluon—gluon mechanism has been reweightedowjith K(
factors accordingly to NLO description.
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Table 3.1.The cross section at the next-to-leading order for Higgs production through gluon fusion
and vector boson fusion (VFB) processes and the number of generated events are reported.

Higgs mass oNLOx BR(2) oNLOxBR@) oNLOx BR@)

(Gev/3®)  Gluon Fusion (pb) VBF (pb) num. of events
130 0.94 0.12 20000
140 1.39 0.19 20000
150 1.73 0.25 17000
160 2.03 0.31 44000
165 2.04 0.32 49000
170 1.95 0.31 40000
180 1.71 0.28 20000

Table 3.2.The cross section at the next-to-leading order for the background processeg Fhe
WW process is generated using a matrix element program linkegtera for the showering
[70]. This process is only known at LO*)(For bb — 2. the pre-selectiorpt > 20,10 GeV/c

was applied.

Channel oNLO x BR(pb) num. of ev.
aqq— WW— 2| 11.7 164000

tt 840 548000

99— WW-— 2| 0.54 (LO) 50000

y*, Z 145000 2700000

bb — 24 710 (LO)¢) 640000

ZW— 3l 1.63 72000

tWb— 2 (TopREX) 34 191000

ZZ— 2 1.52 99000

No reweighting has been applied to the other processes, whose total cross sections have
been simply rescaled accordingly the NLO calculation performed singdhe Monte Carlo
program [5574,75]. These cross sections are reported in Tak?e

3.2.3.Event selection

The signal selection requires the identification of two highsolated muons. The background
reduction is obtained applying suitable kinematic cuts to the reconstructed muons, a veto
on the presence of central jets and a high misétagMET) in the event. As discussed in
the following sections, separate optimisations were performed independently on the muon
isolation variables, jet and missing energy thresholds and on the muons kinematical variables.

3.2.4. The trigger selection

Events passing the global Level-1 trigger must be reduced with a more restricted
trigger requirement to limit the recorded event rate. Two trigger streams were considered
in this analysis:

1. the HLT double muon stream;
2. the OR of the HLT single muon and double muon stream.
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Before any selection the single or double muon HLT trigger efficiency is 92%, while
the double muon HLT trigger efficiency is 80% [76]. After the off-line cuts for the Higgs
selection, which will be described in detail in the following section, the overall efficiency of
the first stream relative to the second one is found to bek(@R6, for my = 165 GeV/@.

In the following, the trigger selection used was the HLT double muon stream, for which the
trigger rate is predicted to be a factoi smaller than the single muon one [76].

3.2.4.1. The muon identification and isolatiomA first event selection based on the
identification of two prompt muons required:

e Level-1 and HLT dimuon trigger bits found,;
e two oppositely charged muons reconstructed by the Global Muon reconstructor algorithm
developed irorca, as described in [7].

The first requirement assures the events to be found in the CMS dimuon data stream,
which currently foresees a symmetric threshold of 7 GeV/c onpghef both muons as
reconstructed by the High Level Trigger algorithm, for operations at a machine luminosity
of 2x 10%3cm~2s7%; in addition, at least one of the muons must fulfill the HLT isolation
criteria [76]. As discussed in Ref. [76], the trigger rate for this datastream is predicted to be
about 4 Hz.

At the off-line reconstruction and selection stage, two cones were considered for the
isolation around each reconstructed muon tracks. YhBr summed over all the charged
track candidates found in the Tracker detector was accounted inside the first cone. The
> Et over the energy deposits in the ECAL and HCAL towers was accounted in the second
cone. The size of a cone around a muon track is definetiRis- ./ An2+ A¢2. A muon is
considered to be isolated if tfe Pt (3_ Et) inside the considered cones of SiX&Rt acker
(ARcajo) is below the threshol@®; (max) (Er (max)). An optimisation study was performed
to find the four parameters:

(l) ARTracker (2) PT(maX) (3) ARCan (4) ET(maX)

searching for the highest signal over background ratio. The optimisation was performed using
the signal dataset witmy = 165 Ge\/c? and thebb background dataset, which is the most
sensitive to the isolation cut. At this first stage of the selection, the background reduction was
not requested to be very large, thus keeping the signal reduction relatively small; for each
combination of the cones:

ARryracker=0.25,0.3,0.35,0.4 ARca0=0.25,0.3,0.35,0.4 (3.6)

the cut efficiency of 85% for the signal was requested. With two free param&te(sax)

and Py (max), several solutions are possible. A reasonable choice is to give the same weight
to the Tracker and Calorimeter isolation cuts. The mean and the r.m.s. valuesmf dnel
energy deposition for the signal dataset within different cones are reported in [77]. For each
set of isolation cones (Rrracker A Rcalo ) the Ev and Pr thresholds were chosen as follows:

E_tl_hresh=< Er > +x-0(E7) (3.7)
P_It_hresh=< Pr > +x-0(Pr) (3.8)

wherethe parametex was set to the value giving the required 85% efficiency for the signal.
Figure3.12shows the resulting background selection efficiency.
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Figure 3.12. bb background efficiencies for the 16 combinations of cones considered for the muon
isolation selection cut.

The best selection is obtained with:
ARrracker=0.25 Pr <2.0GeV/c ARcao=0.3 Er<4.7GeV (3.9)

corresponding tax = 1.8 for the energy deposition ari®} cut. The isolation cuts used in the
analysis were:

ARrracker=0.25 Pr<2.0GeV/c ARcao=0.3 Et<5.0GeV. (3.10)

3.2.5. Jet reconstruction and the jet veto

The reconstruction of jets is needed to obtain a stidrigackground reduction by applying

a jet veto. The jet reconstruction algorithms can use the raw energy sum of the ECAL
and HCAL towers, either with a fixed energy threshold or wijtldependent thresholds.

The n-dependent threshold does not improve thdackground rejection with respect to a
fixed combinedEt and E thresholds [73]. The jets reconstructed from raw energies with
fixed E1 and E thresholds were finally chosen to be used for the JET veto. A stEang

cut helps in the background reduction. However, belew= 25 GeV the fraction of jets
matching with a generated jet starts to decrease, because of ghost jet candidates mainly
due to pileup events. The matching was defined within a cone around the reconstructed jet
candidateA Rrec_genjet < 0.3. In order to reduce the number of fake jets, a quality parameter
was introduced:

a= ) Pr/Er(jet) (3.11)
selected tracks

where the selected tracks are those inside the jeR{Ajer < 0.5) with more than 5
associated hits, pointing to the primary interaction vertexx(}- z,ix| < 0.4 cm). The mean
value of« is 0.66 (two third of the jet energy on average is due to charged particles). A
reconstructed jet candidate wilty in the low energy region (20 GeV) was considered only

if @ > 0.2. It has been shown [73] that this selection significantly reduces the number of fake
jets (the fraction of matched jets being greater than 90%fos 15 GeV) with negligible loss

of reconstruction efficiency for true jets. Different jet reconstruction algorithms were tested.
The best signal (m = 165 GeV/c?) / background () ratio was obtained using an iterative
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Figure 3.13. Reconstructed dimuon invariant mass for Drell-Yan events selected inside the Z
mass region (left, black area); MET distributions for the selected Drell-Yan events and for signal
events scaled at the integrated luminoglty- 10 fb~* (right).

cone algorithm [78] with a cone size-R0.5 and calorimeter towers having raw energies
Elower > 0.5 GeV andE'**®" > 0.8. To summarise, the jet veto is applied if:

Er > 15GeV [njet] <2.5 (3.12)

and thex cut is required in the jet energy range 15 Ge\Et < 20 GeV.

3.2.6. Missing energy reconstruction and the MET cut

The transverse missing energy is reconstructed with the sum of the ECAL and HCAL tower
raw energies, corrected for the muons energy contribution. The most sensitive background
to the MET cut is the dimuon production from Drell-Yan (DY) process. The right plot in
Fig. 3.13shows the MET distributions for DY events having a reconstructed dimuon invariant
mass inside the Z mass region (shown by the black area in the left plot), and for signal
events withmy = 165 GeV/c?. The signal and background distribution were normalised to
an integrated luminositg = 10 fb1.

A MET threshold of 47 GeV is 4@ver the mean value for the background and lusder
the mean value for the signal. Drell-Yan events are thus strongly suppressed by applying a
MET threshold. The cut used in this analysis was MET > 50 GeV.

3.2.6.1. The kinematic cutsThe kinematic of the two muons is different for signal
and background:

e signal events from gluon-gluon scattering are more central thath&/~ background
from gg scattering, thus resulting in a slightly more central rapidity distribution for the
decay muons;

e due to the scalar nature of the Higgs boson and of the V-A structure of the weak interaction,
for Higgs masses close toMRy, the W*W~ spin correlation plays in favour of small
opening angles between the two muons;

e signal events have a leptd® spectra peak close My /2;

e DY background has a two muons invariant mass peadk at
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In addition, the muons from b quarks (as in the case of lhebackgroundand
eventually fromtt) have large impact parameters. The following cuts were applied before
the optimisation of the kinematical cuts:

1. | (u)l, | (u2)] < 2.0 (pseudorapidity of the two muons);

2. 1P(u1), I P(2) < 3o (impact parameter of the two muons);

3. Pr(umax) < 55GeV/c (transverse momentum of the two muons);
4. my,,, > 12GeV/¢ (invariant mass of the two muons);

5. A¢u,u, < 0.8 (opening angle between the two muons).

Cut 1 is useful for the WW background reduction, as well as cuts 3 and 5. Cut 2
reduces théb events, while cut 4 rejects potential background from b-resonances. After the
requirement of the muon isolation described before, the overall signal efficiency for cuts 1 to 4
is about 90%. The distribution of the varialbtepu1u, will be used to search for the Higgs
signal.

The optimisation study was performed by varying the following cuts:

Pr(imax) > 25,30,35,40 GeV/c Pr(umin) > 15,20,25,30 GeV/é (3.13)
M., < 35,40,45,50,55,60GeV/c? (3.14)

to find the set of cuts giving the best significance. The estim&tpmwas used, which gives
the significance using the Poisson distribution [79]. The input of the estimator are the number
of signal and background events, the statistical uncertainties and the theoretical systematics
in the background. The optimisation was performed using as before the signal dataset
with My = 165GeV/é, and using all the background contributions, properly normalised
considering their production cross sections.

The optimisation result could depend on the statistics of the event data samples and on
the estimated systematic errors. We searched for the maximum significance in four different
conditions:

L=1fbt £=2fb"1 systerr.=10% systerr.=15% (3.15)

Figure3.14shows, as an example, the significance expected as a functiofr(of,ax)
and pr(umin) cuts for two different values of the dimuon invariant mass cut, for the case of
an integrated luminosity. = 1fo~! and an overall 10% systematic error.

The following cuts:

Pr(max) > 35GeV/c Pr(pumin) > 25GeV/cmy,,, <50 GeV/é (3.16)

give the maximum significance (about 3.0 #be= 1 fb~! and an assumed systr. = 10%) in
all the four conditions.

3.2.7. The selection results

The optimised selection cuts discussed above were applied to the background and signal
samples. The list of cuts is described in TaBl8. The expected number of events for a
luminosity of 1 fo~! are given in Tabl&.4for the signals and the backgrounds.
Figure3.15shows the distributions of the MEPr (tmax), Pr(itmin) andm,y,» variables
for the signal and the three most important backgrounds after the jet-veto and the following
selection cuts applied in the order reported in the Takde
Figure3.16shows the final distribution obtained for the azimuth angle difference between
the muons, expected for an integrated luminosity 10 fo~* and for the Higgs signal of mass
my = 165 GeV/é.
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Figure 3.14. Significance as a function oPr cuts for m,,,, <40GeV/¢ (left) and for
My, < 50 GeV/@ (right) with £ = 1fb~* and systerr. = 10%

Table 3.3.The list of cuts applied to the signal and background samples.

1 L1+HLT dimuon 6 MET > 50 GeV

2 2 uu opposite charge 7 35GeV . Pr(umax) < 55GeV/c
3 Isolation 8 25GeV/c< Pr(min)

4 9<20IP <30 9 My, < 50GeV/@

5 Jet Veto 10 APy, <0.8

Table 3.4.The expected number of events for a luminosity of Zffor the signal with Higgs
masses between 130 and 180 Ged/and for the backgrounds.

L1+HLT dimuon All cuts Etot
my = 130GeV/& 112 0.68:0.19 (0.07£0.02)%
my = 140 GeV/@& 162 17404  (0.124+0.03)%
my = 150 GeV/¢& 228 53+0.8  (0.26+0.04)%
my = 160 GeV/¢& 256 12.6£0.7 (0.58+0.04)%
my = 165 GeV/¢& 264 14.3:0.8 (0.64+0.04)%
my = 170 GeV/é 259 11.0:0.7  (0.53+0.03)%
my = 180 GeV/¢é 233 59+08  (0.30+0.04)%
qq— WW 1040 4.1+0.5 (0.03640.005)%
tt — 2u2v 17007 2.6:0.3 (0.0124+0.001)%
gg— WW 58 1.0+0.1  (0.18+0.02)%
v Z—2u 720653 0.3:0.3 (4+£4)105%
bb — 2u2v 69374 0 0%
Wt 615 0.57+0.10 (0.017+0.003)%
zz 218 0.18+0.05 (0.012+0.003)%
ZW 384 0.13£0.05 (0.008+0.003)%

As stated above, all the numbers at the various selection steps refer to the analysis applied
to the HLT dimuon stream. For comparison, the event numbers after all the selection cuts were
also studied for the case in which the analysis were performed on the data including the single
muon trigger data stream. The inclusion of this datastream, which is foreseen to have a rate
about 7 times larger than the dimuon stream [T&uld result in a3+ 1)% increase of
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Figure 3.15. Distributions of the missing energy, transverse momentum and invariant mass for a
luminosity of 10 fbr! following the cut list order.

the overall signal selection efficiency. The Higgs search with mass appreciably different than
165 GeV/@ can take advantage from a dedicated cut optimisation, such as the one reported
in [77].

3.2.8. Background estimation and systematics

The precise understanding of the backgrounds is the most critical issue concerning this Higgs
discovery channel. The direct use of the Monte Carlo prediction$\ig.mc = Gokgmc - €5+,

leads to high systematic uncertainties due either to theoretical calculation and to experimental
systematics. The most reliable approach to address this problem is to measure the different
sources of background directly from the data. The commonly used method to extrapolate the
background contribution directly from the data consists of selecting a signal-free phase space
region (control region) where a given background process is enhanced. The normalisation
from data for the two most relevant background,tteandW W has been addressed. For both
backgrounds, a dedicated control region was defined. The number of background events in
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Figure 3.16. Distribution of the angle between the two muons for a luminosity of 16 it the
end of the selection.

the signal region can then be estimated through:

l\_/IontErCarIo
signalreg
NsignaLreg = mNcomroueg (3~17)
control_reg
MonteCarlo MonteCarlo i
whereNgigarreg ~ and Negniroireg  are the numbers of events predicted by the Monte Carlo
simulation in the signal and control region. The error on the raigffriezare/ N ontacarlo

accounts for a theoretical contribution (scale variation, PDF uncertainty) and detector
systematics effects. The precision with which the numbeNg§nareg can be predicted
depends also on the statistical errorg@ntroi reg-

3.2.9. t background normalisation

Since the presence of two b-tagged jets is a striking evidendg frents, the most natural
control region for this process is then defined by applying the same selection cuts as for the
signal region but the jet veto, with the additional request of two b-tagged jets in the detector
acceptanc®. Thett evaluation from the data for thd — W W™ channel has been studied
in Ref. [80] to which we refer for further details. In this study, a jet is tagged as a b-jet
if its measuredEr is greater then 20 GeV and if there are at least two tracks belonging to
the jet (i.e. within a cone of 0.5 around the jet axis) whegeis higher than 2. With such
settings the double b-tagging efficiency fdrevents isO(30%;). The mis-tagging rate has
been calculated from the ratio between the number of b-tagged jets and the total number of
jet with E1 > 20 GeV in the fully simulated DY sample and it resulted toab@%:; ).

In the following, we consider the background processes inttheontrol region. For
1fb~! the number oft events in the control region just defined is foreseen to be 17, whereas
the contribution from the signal an't is completely negligible (in both cases smaller than
0.1 events).

39 |n Ref. [80] an additional control region fof events defined by requiring two hidfr jets instead of two b-tagged
jets has been proposed. However, it has been shown there, that due to the high contamination from Drell-Yan events,
this control region is less indicate for same flavour lepton final states.
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Table 3.5. Sources of uncertainty for thg background normalisation procedure. Results are
shown for 1, 5 and 10 .

Luminosity Theoretical Detector systematics Statistical Total
(fb™1) error JES « criterion b-tagging error error
1 10% 10% 4% 11% 24% 30%
5 10% 6% 4% 9% 11% 19%
10 10% 6% 4% 7% 8% 16%

Not all the processes with 2x2b+ E™sS as final state have been fully simulated for
this analysis, nevertheless general considerations and fast Monte Carlo generator level cross
checks lead to exclude other sources of backgrounds, as briefly outlined in the following.

The more natural concurrent process is the non-resondiw - — 2. +bb which is
suppressed with respectth Its cross section is indeed expected to be smaller thaph0.3
Assuming the same efficiency for the kinematic selections as foMHh&~ — 2 (~ 0.07%)
and including the double-b tagging efficiency, less than 0.1 events are expected foimlfb
the control region.

In the fully simulated Drell-Yan sample used in this analysis, the eventual additibnal
pair comes only from a gluon splitting; the main mechanismyfZ* + 2b is not included.

For an estimation of the contamination of tttecontrol region due to this process we thus
used a parton level sample generated with a matrix element Monte Carlo (MAp(&Apu
Applying the signal kinematic selections, but e cut on the latter sampley 10 events are
expected for 1fbl. The rejection due t&+ cut has been calculated from the fully simulated
sample where actually two b-quarks were present in the final state and it turned to be smaller
than 1%. Considering also the efficiency for the double b-tagging, we can safely exclude this
as a dangerous background.

In the following the various contribution of uncertainty in tfienormalizationprocedure
are listed and described. The results are summarised in Jdifer 1, 5 and 10 fb.

e Theoretical uncertainty. The theoretical uncertainty of thét cross section ratio
Osignalreg/ Ocontrolreg Nas been studied in [82] at parton level with LO precision by varying
the reorganisation and factorisation scale. The error has been estimated to range between 3%
to 10% mostly due to the choice of PDF. Some studies were done also atiNLEpectra
and multiplicity of jets are not affected by higher order contributions but the estimate of the
theoretical error at NLO is not available. In the following we will, assume the theoretical
uncertainty on thét normalisatiorprocedure to be 10%.

e Jet Energy Scale (JES) uncertainty.In the background normalisation procedures we
proposed, the JES uncertainty is particularly important since it affects in an opposite sense
the signal region, defined by vetoing the jets, and the control region where the presence
of two jets is required. To take into account this sort of anti-correlatioggigfairey and
€controLreg, WE €Stimate the effect of the JES uncertainty directly on their ratio by rescaling
the measured jet four momentum by a fractional uncertainty (j,e=R1+1)Pg,). The

MonteCarlo
relative variation ofﬂiﬁ%r for various values of is reported in [77]. The JES uncertainty

control.reg

foreseen at CMS i®(5%) for 1fb~! and it is expected to decrease downt8% for 5fb !
(thanks to the calibration on the W masg).[The effect of the JES uncertainty is 10% for
1fb~* and 6% for 5fbL.



CMS Physics Technical Design Report, Volume |I: Physics Performance 1087

DY (WW) region \

Figure 3.17. Scheme for background normalisation from the data in different phase space regions:
the signal region, th&t region, the WW region, the DY (WW) region, and ttte(WW) region.

The arrows indicate the extrapolation of the number of events determined in the corresponding
“control region” into the corresponding “target region”. Each region is represented by a pie chart
that shows the fractions of certain types of eveniss is the Higgs signal witm, =165 GeV/¢&,

WW is the sum of WW backgroundt, is thett backgroundDY is the Drell-Yan background, and
other is the sum of the Wt, ZW and ZZ backgrounds. The number of expected events in each
region is reported in Tabl@.6.

e « criterion uncertainty. To estimate the systematic uncertainty due twiterion, the value
of the cut has been varied from 0.15 to 0.25. Moreover, different values of the minjgaum
for a track to be included in the sum have been tried, from 2 to 3 GeV/c. The consequent
variation of the jet veto efficiency (affecting onlys"i"g",;‘;ﬁrceg”‘) is relatively small, i.e. of the
order of 4%.

e b-Tagging uncertainty. The uncertainty on the b-tagging efficiency will be estimated
exploiting tt events as calibration samples. The precision with which the b-tagging
efficiency will be known is expected to be 11% for 1fb! integrated luminosity and
it is foreseen to improve te: 7% with 10 fb-? [83].

e Uncertainties on the composition of the control region.As it has been shown in the
previous sectiontt is the dominant process in the chosen control region, other processes
contributing less than 1%. It is then safe to simply neglect this source of systematic error.

e Statistical uncertainty on N controireq- ASSUMING a Poissonian behaviour, the statistical
uncertainty scales with the integrated luminosity as the square root of the numtier of
events in the control region.

3.2.10. WW background normalisation

In contrast to that background normalisation, which can be performed using an almost
completely purett control sample, it is impossible to isolate the WW background in a
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cleanway, which means that contributions of other processes have to be subtracted and their
systematic uncertainties have to be taken into account during the normalisation procedure
of the WW background, including gg W*W~ events. In Fig3.17the overall background
normalisation strategy is illustrated. There are four phase space regions involved in the WW
background normalisation. Each region is defined with a certain set of cuts:

e signal region: the selection of events in the signal region as described above.

e WW region: same as in the signal region, bug,,,, =2 > 0.8 and 50 GeV /&< m,,,,, <
80GeV/¢é.

e DY (WW) region: same as in the WW region, but 80 Ge¥ /cm,,,,,, < 100 GeV/c?.

o tt (WW) region: same as in the WW region, but the jet veto is replaced with the requirement
of two b-tagged jetsK; > 20 GeV and two tracks withp >2).

In all cases, the selection is independent of the Higgs mass hypothesis. The total number
of events in each region is given in Tal8e5, and the contributions of individual processes

are represented in form of pie charts in R3gl7. The main contamination of the WW region

is due to Drell-Yantt andthe Higgs signal. The number of Drell-Yan atids determined

by extrapolating the corresponding numbers from relatively clean control regions and are

subtracted from the WW region. Additional small contributions from other backgrounds in

the WW region are determined from Monte Carlos and then subtracted. So far, no concrete
method has been established to subtract Higgs events from the WW control region. Therefore,
we choose the conservative approach to treat these Higgs events as an additional background
in the WW region.

e Theoretical uncertainties. The theoretical uncertainties of W pair production with
subsequent decay to leptons have been studied in detail in Ref. [84], and the main sources of
potential uncertainties of the shapes of kinematic variables turn out to be spin correlations,
underlying event, and scale dependence. The effect of spin correlations can be taken into
account properly with the correct choice of an event generator, and the underlying event is
expected to be measured from the data with sufficient precision. The shape dependence on
the choice of the reorganisation and factorisation scales is sizable in case of the contribution
from the gg— W*W~ subprocess, because the higher order corrections are unknown in this
case. For the cuts, described below, this uncertainty is about 9% and is taken into account in
the following.

e Statistical error and uncertainties on the composition of the control region.All
background normalisation uncertainties are calculated in the following way:

Sextrapolation= Z VNotal + (N X §;)? x Econtrol—taget (3.18)
i

wheren is the total number of everftsin the corresponding control regiom, x &; is the
product of the number of events and the systematic uncertainty of an individual process in
the control region, anecontrol—targetiS the extrapolation efficiency from the control region

to the target region, e.g. the signal region.

The WW background normalisation requires three extrapolations from control regions to
target regions:

e DY (WW) region = WW region: with an extrapolation uncertainty of 5% [85] the
extrapolated number of events and the uncertainty from3Etis 15.86+ 1.23 events
(79.29+ 4.49 events) for 1 fb! (5fb~1) of integrated luminosity.

40 This term takes into account the statistical fluctuations of the control sample.
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Table 3.6.Number of expected events in all the regions with an integrated luminosity of'1 fb
The signal region numbers are referredrig = 165 GeV/@.

Channel Signal regiontt region WW region tt (WW) region DY (WW) region

Signal 14.3 0.0 6.0 0.0 0.1
tt 2.6 17.0 6.2 24.7 3.2
ww 5.1 0.0 11.5 0.0 4.4
DY 0.3 0.0 15.0 0.0 267
Wt,ZZ,WZ 0.8 0.1 1.9 0.1 7.3
all 23.1 171 40.6 24.8 282

o tT (WW) region= WW region: with an extrapolation uncertainty of 20% (15%]the
extrapolated number of events and the uncertainty fromZEgis 6.19+ 1.75 events
(30.934 5.41 events) for 1 fb! (5fb~1) of integrated luminosity.

e WW region = signal region: as illustrated in Fig.17, the first two items are inputs
to this extrapolation, which means that the obtained numbers of Drell-Yant aveénts
are subtracted in the WW region and the corresponding uncertainties are propagated. The
extrapolation uncertainty of WW events, which is mainly due to the unknown higher order
correction of the gg~ W*W~ contribution [84], amounts to 9% for the cuts used in this
analysis. In addition, the remaining backgrounds are estimated and subtracted with the
following uncertaintieséyw: =40%, §zw =20% andszz =20%. According to Eg3.18we
obtain 7.35+ 3.04 events (36.7F 7.85 events) for 1 fo! (5 fb1) of integrated luminosity.

The results of the last item are used for the calculation of the Higgs discovery potential
with m, =165 GeV/&, and an integrated luminosity of either ITfoor 5fb2.

Furthermore, it should be pointed out that the entire background normalisation procedure
is performed using only the dimuon data set and therefore no additional data sets are needed.
In this way, potential uncertainties due to different trigger efficiencies and different integrated
luminosities of other data sets do not play a role.

3.2.11. Other backgrounds normalisation

The Drell-Yan background has been normalised to estimate the contamination in the WW
region. The same results can be achieved in the signhal region. Fgliselemonstrates

that the invariant mass cut 80 GeV/to 100 GeV/é defines a clean control region. ZW
background can be normalised by requiring one additional lepton in the final state and
removing theA¢ and the invariant mass cuts. ZZ background can be normalised by requiring
two additional leptons in the final state and removing th and the invariant mass cuts.
They are expected to contribute to the total background by only 3% (DY), 1% (ZW) and 1%
(Z2z). For the Wt background, it is not easy to define a normalisation region. As this process is
expected not to represent a sizable fraction of the total backgreubéd), the Monte Carlo
prediction will be then directly used, the cross section theoretical uncertainty is estimated to
be about 30% at LO and 10% at NLO [75].

3.2.12. Detector misalignment systematics

A study for the misalignment impact on the track reconstruction has been done [86]. In the
fist data scenario (100 pb—1fb~1) the muon chamber position uncertainty is expected to
be 1mm and the orientation uncertainty about 0.2 mrad. The tracker position uncertainty
is expected to be aboutgn for TPE, 1Qum for TPB, 50um for TEC and TOB, 10&m
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Table 3.7.Total background and error for integrated luminosity of 1 and 3 fiThe two options
for the signal contamination in the WW control region were considered.

Option Luminosity Total background Total error

1. 1fpt 8.8 3.2 (36%)
5fht 44.0 8.3 (19%)
2. 1fpt 11.0 3.2 (29%)
5fh1 55.3 8.3 (15%)

for TIB and 400um for TID. The results from simulation show the muon reconstruction
efficiency will be unaffected, while the momentum resolution (for 100 GeV/c tracks) will be
reduced from 1-2 % to 4-5%. Under these circumstances, the systematic contribution to the
signal and background selection is expected to be negligible with respect to the background
normalisation systematics.

3.2.13. Signal significance

The signal significance can be obtained using counting or Likelihood methods. Here, the
counting Sp method (See Appendird) was used.Sp is the probability, converted in
equivalent number of sigmas, to observe at ledst Ny events from Poisson distribution

with meanNy,. The presence of systematic errors influences the significance calculations. The
hypothesis is to find the same number of signal and background events predicted by the Monte
Carlo. The systematic errors due to theand WW background normalisation methods were
included. Two options were considered:

1. the signal contamination in the WW control region can be subtracted,;

2. the signal contamination in the WW control region must be considered as additional
background.

The option 1 was considered to have a comparison with the> WW — 2|2y
analysis [73]. Tabl&.7 summaries the total backgrounds and errors for different integrated
luminosities. The systematics and statistical errors due to the limited Monte Carlo statistics
are included.

The signal to background ratio as a function of different Higgs masses and the signal
significance are shown in Fi§.18.

3.2.14. Conclusions

The possibility to discover the Higgs boson patrticle through its decay channé\ifitd® —

2u2v was studied in detail. Particular attention was given to the event selection optimisation,
in the determination of the number of background events from the data and the evaluation
of the experimental and theoretical systematical uncertainties. Taking all these effects into
account, it was shown that in the Higgs mass range 155-175 GeVggnal significance
bigger than 3 standard deviations can be achieved with Siiitegrated luminosity. On

the other hand, with 1 ' luminosity only a 2 sigma significance can be achieved even in
the most favourable casay ~ 2my, when this final state topology alone is used for the
Higgs search.
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Figure 3.18. Signal to background ratio for the option 1 as a function of different Higgs
masses. Error bars are the statistical contribution due to the limited Monte Carlo statistics (left).
Significance as a function of different Higgs masses with a luminosity of 1 and'5$olid line

for the option 1, dashed line for the option 2 (right).

3.3. Benchmark ChannelZ’ — pu

3.3.1. Introduction

Additional heavy neutral gauge bosons’)(ére predicted in many superstring-inspired
[87, 88] and grand unified theories (GUTs) [89], as well as in dynamical symmetry
breaking P0] and “little Higgs” [91] models. There are no reliable theoretical predictions,
however, of the Zmass scale. Current lower limits on thé rAass are (depending on the
model) of the order of 600-900 Ge\/¢54]. The mass region up to about 1TeV/is
expected to be explored at Run Il at the Tevatron #8], The LHC offers the opportunity to
search for Zbosons in a mass range significantly larger than 1T8V/c

Observability of the Z— u*u~ channel in CMS is discussed in Sectidh8.2-3.3.4.
Since narrow graviton resonances such as those in Randall-Sundrum models [94] can also
decay to lepton pairs (Sectioh4.3.1), much of the discussion in these sections is also
applicable to them. If a new resonance is discovered, the characterisation of its spin and
couplings will proceed via the traditional methods of measuring production and decay
probabilities and distributions. For example, the two-photon decay should be observable for a
graviton and not for a’Zas discussed in Section 14.6. The measurement of forward-backward
asymmetries of leptonic decay products, both at the resonance peak and off the peak, yields
information on parity-violating couplings and hence can help distinguish among different Z
models (Sectiord.3.5). Angular distributions of the decay products can also be used for spin
discrimination (SectioB.3.6). A simulated event of a dimuon decay of 3 Te¥/Ztis shown
in colour plateCP5.

3.3.2. Signal and background processes

3.3.2.1. SignalZ' — p*u~. Signal and background samples were generated with
PYTHIA [69] version 6.227 (with photon emission off incoming or outgoing quarks and leptons
switched on) and the CTEQG6L set of parton distribution functions [12] from LHAPDF [95]

version 4.1.1.
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Table 3.8. Summary of expected properties of Bosons for six studied models. For each
model, the first column shows the ratio of the totdl decay widthI™ to its massM, the
second column shows the dimuon branching ratio Br. The three middle columns, labelled
o0 . Br, give the product of the pure-Feading-order production cross section and the branching
ratio for three studied 'Zmasses; the last three columns give® - Br obtained when the full
y*/Z%/Z' interference structure is included. The numbers quoted are for the mass intervals above
400GeV/@é for M =1TeV/c?, above 1.5TeV/&for M =3TeV/&, and above 3 TeV Afor

M = 5TeV/&. The values ob - Br in the three middle columns correspond teafly samples

not used in our study; the values in the last three columns refer to the full-interference samples
that we did use.

Z =t o0 .Br, fb oC . Br, full interference,
Model r'/M% BR in % (pYTHIA) fb (PYTHIA)

1Tev/& 3Tev/@ 5Tev/@ 1Tev/& 3TeV/@ 5TeV/&

Zssm 3.1 3.0 480 1.9 0.034 610 2.8 0.050
Zy 0.6 4.0 130 0.5 0.009 340 17 0.032
Z, 0.7 3.4 150 0.6 0.011 370 1.8 0.035
Zy 13 5.7 280 1.0 0.014 500 2.2 0.038
Z\RM 2.2 2.3 310 12 0.020 500 2.3 0.040
ZALRM 1.6 8.6 580 2.6 0.051 740 3.7 0.077

Froma large variety of Zbosons described in the literature, we consider six which are
frequently discussed, and whose properties are representative of a broad class of extra gauge
bosons:

e Zsgy Within the Sequential Standard Model (SSM), which has the same couplings as the
Standard ModeZ?; it is available inpyTHia [24].

e Z,,Z,and Z, arising in i and SO(10) GUT groups. Couplings to quarks and leptons
were obtained from Refs9p, 97].

e Z rv and Zy rm, arising in the framework of the so-called “left—right” [98] and “alternative
left—right” [92, 93] models. Their couplings were obtained from Ré&R,[93], with the
choice ofgr = g...

The generation of signal events wittytaia includes the fully*/Z°/Z’ interference
structure. We assume that Bosons decay only to three ordinary families of quarks and
leptons and that no exotic decay channels are open. Properties for these models are in
Table 3.8. The cross sections are shown at leading order (LO), as predictedthya.

We scale them by a constant factor of 1.35, see Appendix C, in order to take into
account the next-to-next-to-leading order (NNLO) QCD corrections. Electroweak higher-
order corrections are not yet accounted for (see discussion in S8c3idn4.1).

3.3.2.2. Background from Drell-Yan production and other processéke dominant (and
irreducible) background to pp 2’ — u*u~ is the Drell-Yan production of muon pairs,
pp— y/Z ° — u*u~. The Drell-Yan cross section rvTHIA Was scaled by the santé
factor of 1.35, see Appendix C, to get an agreement with the NNLO QCD calculations.

The overall contribution from ZZ, ZW, WW, and was found to be at the level of only
a few percent of the Drell-Yan background and can be further suppressed by signal-selection
criteria with almost no reduction in signal efficiency; we neglect this contribution. A few
other potential background sources (like cosmics, jet-jet, Wegthadron punchthroughs,
and poorly measured®Z> n*~ events) have not been studied yet, but their contribution is
expected to be small.
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3.3.2.3. Simulation and reconstruction.The detector response was simulated with the
detailed CMS detector simulation and reconstruction software, including pile-up events.
Misalignments of the tracker and of the muon system expected at the initial and at the well-
advanced stages of the data taking have been taken into account by using two misalignment
scenarios developed in the framework of the CMS reconstruction, referred to as the “first data”
and the “long term” scenarios [86]:

e The “first data” scenario gives an estimate of the alignment achieved with an integrated
luminosity of about 0.1fb' and corresponds to the situation when the pixel detector is
aligned with tracks and the first information from the Laser Alignment System (LAS) is
available for the muon detectors.

e The “long term” scenario describes the expected residual alignment uncertainties. Once the
performance of the LAS reaches its design level and the alignment with tracks is done in
all tracking detectors. The current estimate is that, this can be achieved with an integrated
luminosity of about 1 fo?.

As a result, for each of the’Zmodels above, several sets of simulated samples
corresponding to different possible combinations of luminosities and misalignment scenarios
were produced at each of three mass values of 1, 3, and 5 #eSirwe the Drell-Yan cross
section falls rapidly with the mass of the muon pair, Drell-Yan background was generated
in six mass intervals (with lower mass bounds of 0.2, 0.4, 1, 1.5, 2, and 3 \&¢min for
different combinations of luminosities and misalignment scenarios.

3.3.3. Event selection

For u*u~ invariant mass between 1 Te\?/and 5 TeV/é, the fraction of Drell-Yan events
with both muons within the full geometrical acceptance of the muon systemx @)
increases from about 80% at 1 TeV to almost 95% at very high masses. The acceptance
of Z'—pu *u ~ events is very similar.

We require that the event pass the logical OR of single-muon and dimuon triggers, both
Level-1 and HLT. We use the defaulkca implementations of low-luminosity and high-
luminosity muon trigger algorithms described in Refs. TB], with the exception of the
HLT calorimeter isolation criterion requiring that the weighted sum of energy deposits in
ECAL and HCAL in a cone around the muon direction be below a pre-defined threshold. Its
currentimplementation leads to significant efficiency losses@atedhigh-pr muons (since
they are often accompanied by electromagnetic showers); we do not apply HLT calorimeter
isolation in this study (tracker isolation is applied). An increase in the trigger rate in the
absence of calorimeter isolation should be mitigated by highénresholds; we have checked
that raising thepr thresholds of the single-muon HLT by 10-20 GeV with respect to their
nominal values changes trigger efficiency for our signals by a negligible amount. Fof the Z
models that we study (as well as for the Drell-Yan background), the combined Level-1/HLT
trigger efficiency is about 98% at 1 Te\V?/and decreases with thé fass down to about
95% at 5TeV/é. At high luminosity, the trigger efficiency is 95% at 1 Te\t/and 93% at
5TeV/&. These efficiencies are relative to having at least one muon inside the geometrical
acceptance of the muon trigger (g 2.1) and both muons from th€ Aecay inside the full
acceptance of the muon system. No dependence of trigger efficiency on tracker and muon
misalignment has been observed, in agreement with the results reported in Ref. [99].

We require that at least two muons of opposite sign charge be reconstructed offline.
Detailed description of offline muon reconstruction can be found in Ref. [7]. For each
muon candidate, we examine the results of fits to two subsets of hits associated to this
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candidatey1) excluding all muon hits except for those in the innermost muon station, and
(2) excluding hits in muon chambers appearing to contain electromagnetic showers. Optimal
performance for higlpr muons is achieved by choosing the best fit on a track-by-track
basis using goodness-of-fit variables. The fraction’ah#&nts with an opposite-sign dimuon
reconstructed offline is about 97% at 1 Te¥ for both the “first data” and the “long term”
misalignment scenarios, and decreases slightly with theas, to about 95% at 5 Te\?/c
for the “long term” misalignment scenario. The efficiencies quoted are calculated relative to
the number of events accepted by the trigger and with both muons froni thecdy within
the full geometrical acceptance of the muon system.

The overall efficiency — including acceptance, trigger and offline reconstruction — for
Z' — p*u~ events with a mass between 1 and 5 TéMjes in the range of 77-85% at low
luminosity, and of 75-83% at high luminosity.

3.3.4. Signal observability

The search for a new resonance is performed with an unbinned maximum likelihood fit to
theu* ™ invariant mass spectrum over a range which includes Drell-Yan continuum as well

as a possible peak. The fit takes as input the presumed signal and background shapes, and
determines the best-fit background normalisation. More details are given in Refs1{1Q0,

3.3.4.1. Mass spectra and fitting procedurelrior to the calculation of the invariant mass

of an opposite-sign muon paiy/s, a search for photon candidates in a cone with a radius
of AR=,/(A¢)2+(An)? < 0.1 around the trajectory of each muon is performed, and the
4-momentum of the photon candidate with the smalle® in the cone is added to the
4-momentum of the muon. This procedure recovers some of the energy lost by the muon
via final state radiation and radiative processes in the detector, thus improving the invariant
mass resolution.

The resolution for,/s dependsstrongly on the misalignment scenario, and weakly on
the amount of pile-up. If the “long term” misalignment scenario for the tracker and the muon
chambers is considered, the sigma of the Gaussian fit to the mass resolution curves varies from
4.2% at 1 TeV/€t0 9.0% at 5 TeV/¢, the RMS truncated at30% is~ 6% at 1 TeV/€ and
~10% at 5TeV/é. The corresponding numbers for the “first data” misalignment scenario
at 1 TeV/c? area=12.5% and RMS~ 12%. The bias in the mass resolution does not exceed
1% for the “long term” scenario at all masses considered and for the “first data” scenario at
1TeV/2.

An example of the,/s spectrashowing 1TeV/EZ,, signal and Drell-Yan background
is in Fig. 3.19. The left-hand plot shows generated mass spectra (100% efficiency with no
detector- and reconstruction-related effects); it can be compared to the right-hand plot for
fully-recon structed events using the “first data” misalignment scenario. Signal peak is clearly
visible in spite of the poor mass resolution.

The mass spectra in Fig.19 are obtained by re-scaling the simulated spectra with
large statistics down to a modest number of events characteristic for the regime close to
the discovery limit; the statistical fluctuations are thus not to scale. In what follows, we
use ensembles of Monte Carlo pseudo-experiments selected from available large-statistics
samples. The number of events in each experimidgk, fluctuates according to a Poisson
distribution with a mean of-Br- [ £dt-e, where [ £dt is the integrated luminosity andis
the combined trigger and reconstruction efficiency.

In order to test for the existence of a resonance and to measure its parameters if it is
found to exist, an unbinned maximum likelihood fit of ts values in each MC experiment
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Figure 3.19. Histograms of thex* ™ invariant mass for 1 TeV cZ, plus background (open
histogram) and for background only (shaded histogram), at the event-generator level (left) and
for events selected by the Level-1/HLT triggers and reconstructed assuming the “first data”

misalignment scenario (right). The number of events per bin is normalised to an integrated
luminosity of 0.1t L,

is appropriate. One can imagine that, in the initial data analysis, one is confident about the
background shape but not the absolute normalisation. In this case, data can be fit with a sum of
signal and background shapes, presumed known, with the signal fraction as a free parameter.
In the presence of a signal, one can fix or let vary the mass and the width as well. Thus, as
a model of the probability density function (pdf), of the parent population of the observed
mass spectra, we use

p (\/5, fs, Mg, I') = fs- ps (\/5» mo, M)+ (1 — fs)- Py (\/§) (3.19)
Here:

e ps, the pdf of the signal, is a convolution of a Breit—Wigner signal shape with a Gaussian
accounting for mass resolution smearing. The convolution includes the dependence of the
mass resolution oxy/s, but the radiative tail of the signal is not yet accounted for.

e Py, the pdf of the background, is modelled as an exponential, ex-py(_sol?), with the
parametek determined from fits to Drell-Yan events. This pdf, with the valu& of 2.0,

gives a good description of the background shape in the whole mass region between 400
and 5000 GeV /&

There are three free parameters in the fit: the signal fractioa Ng/(Ns+ Np), the

position of the mass peaky, and the full width at half maximum (FWHM];, of the signal.

The shape of the background distribution is fixed, while its level is determined by tHe fit:

is a free parameter. Therefore, the fit explores the differansbhapebetween the signal and

the background, and is not sensitive to uncertainties in the expected signal and background
levels.

The background shape is currently determined from fits to large-statistics background-
only simulated distributions in the full mass region of interest, including the region under
the signal peak. In the real experiment, the shape will likely have to be extracted from the
data in signal-free regions. The accuracy of predicting the background shape is an important
contribution to the systematic uncertainty of the analysis and is discussed in Se8tibd. 3.
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Table 3.9. Average values of the likelihood-ratio significance estimaprfor six different Z
models, at three signal mass points and for a few representative values of an integrated luminosity.
The uncertainties shown are statistical only.

Mass 1TeV/8 3TeVv/& 5TeV/c
[Ldt 0.1fbt 10fb~t 300fbt
Zssm 12.44+0.2 10.1+0.2 5.8+0.1
Zy 5.1+0.2 4.4+0.1 2.44+0.2
Z, 55+0.2 5.1+0.1 2.9+0.1
Zy 9.1+0.2 6.7+0.2 3.2+0.1
ZIrRM 9.0+0.2 7.4+0.2 4.1+0.1
ZALRM 13.3+0.3 11.8+0.2 7.7+£0.2

Ref. [100] contains examples of results of fits to Monte Carlo small-event samples.
With even the small number of events needed to give evidence of a resonance, the mass
is determined fairly well, with a precision of 4-8% depending on the resonance mass and
alignment uncertainties. However, for the narrow resonances under study, typically little
information can be obtained about the width.

3.3.4.2. Significance estimatorWe follow closely the approach of Ref. [102], which is based
on the theorem of Wilks [103]. The test statistic is the likelihood-ratio estin@tor

S =+v/2In (Lsin/Lo) (3.20)

where L.y, is the maximum likelihood value obtained in the full signal-plus-background fit,
and Ly, is the maximum likelihood from the background-only fit. Studies show [100] that

in the small-statistics low-background regime characteristic of aezrch, the asymptotic
conditions of Wilks’s theorem [103] are satisfied well enough &dis the number of
Gaussian-equivalent standard deviations a measurement lies from the value predicted by a
background-only (null) hypothesis. This requires fixing bothandT" in the fits using the

pdf of Eq. (3.19).

We follow a common convention in using the (arbitrary, but useful for comparison)
specification that > 5 is necessary to establish a discovery. Tigfers to the local excess
without accounting for the degree of freedom due to the unknown mass; how one might de-
rateSin a time-dependent way in this context as data comes in will be the subject of a future
study.

3.3.4.3. Discovery potential i@’ — u*n~ channel. Table 3.9 gives a summary of the
signal significance expected for differerittdodels, masses and integrated luminosities. The
numbers shown are for the “first data” misalignment scenario and low luminosity parameters
for [Ldt= 0.1fb™%, the “long term” misalignment scenario and low luminosity parameters
for 10fb~%, and the “long term” misalignment scenario and high luminosity parameters for
300fbt. S; scales as expected with the square roof 66it.

We use the same combinations of luminosities and misalignment scenarios to calculate
the integrated luminosity needed to reachd$gnificance. The results for various$ @odels
are shown in Fig3.20as a function of Zmass. One can see that:

e A very low integrated luminosity, less than 0.1fp and non-optimal alignment of the
tracker and the muon detectors should be sufficient to discoveogbns at 1 TeV /4 a
mass value which will likely be above the Tevatron reach. One would need about 50% less
data to reach the same signal significance if, the optimal alignment is achieved.
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Figure 3.20. Integrated luminosity needed to reach Significanc G:=5) as a function of Z
mass for (top to bottom) Z, Z,, Z,, Z\rm, Zssm and Za rm - Symbols indicate fully-simulated
mass-luminosity points, lines are the results of interpolations between the points.

e An integrated luminosity of 10ft* is sufficient to reach Sesignificance at 3TeV fc
for most (but not all) of the Zmodels considered if the optimal alignment is available:
depending on the model, the mass reach is in the range between 2.9 and 3.8 TeV/c

e An integrated luminosity of 100fdt does not allow one to obtain 5significance at
5TeV/& with only the Z— u*u~ channel for any of the models considered: the
corresponding mass reach lies in the region between 3.9 and 4.9%TeV/c

These estimates of signal significance do not incorporate systematic uncertainties, which
we discuss in the next section.

3.3.4.4. Systematic uncertaintiesThe main sources of systematic uncertainties are expected

to be (a) theoretical uncertainties (parton distributions, higher-order corrections, etc.), (b)
uncertainties arising from an imperfect knowledge of the detector (alignment, calibration,
magnetic field), and (c) uncertainties in the fitting procedure (background shape, functional
forms of pdf’s, mass resolution, etc.).

3.3.4.4.1. Theoretical uncertainties.Our current estimates of theé mhass reach depend on
the accuracy of the modelling of the Standard Model processes and dfibsah production.
The following sources of theoretical uncertainties have been studied.

o Higher-order QCD corrections. We use a constank3a5° factor of 1.35 to rescale
PYTHIA Cross sections for Drell-Yan and Bosons to NNLO QCD predictions. This is
an approximation, since such a reweight does not take into account variations of the ratio of
NNLO and LO cross sections with the invariant mass and other observables, such as rapidity
and pr. Itis shown in Appendix C that the variations of tKgyp° factor with the mass in
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the mass interval between 500 Ge\#/and 5 TeV/@ is in the range ofA Kocp = £0.05;

the dependence on other observables and the ensuing impact on acceptance, efficiency, etc.
remains to be studied. Sinéeis expected to be nearly identical for the signal and dominant
background, the effect of changesknfrom the nominal valu&ly = 1.35 is to scale the
expected significance by'K /K.

e Higher-order electroweak corrections.Only preliminary estimates of electroweak next-
to-leading order corrections exist for the LHC ag@ > 1TeV/c® [104, 105]. Currently,
we useKgw = 1 for the central values of signal and background cross-sections, and assign
an uncertainty oA Kgyw = +0.10 based on discussions in Refs. [10d5].

e Parton distribution functions (PDFs). We use the CTEQ®6.1M eigenvector PDF sets [12]
and the “master” equations in Ref. [106] to evaluate the uncertainties characterising current
knowledge of the parton distributions. The effect on the total cross se¢tiwas found
to be similar for the Drell-Yan background and for the studiednddels at any given
mass, with uncertainties lying in the range4ff =, ¢ at \/s = 1 TeV/¢, rising to ;57
at /s = 3TeV/?, and reaching as much a&s/ at /s = 5TeV/c. The effect on other
observables and on the acceptance has not been studied yet, but is expected to be small.

e Hard process scaleThe dependence of the observables on the choice for renormalisation
and factorisatiorQ? scalesyu.r and g, is unphysical and is commonly taken as a rough
estimate of the uncertainty due to unaccounted higher orders in QCD calculations. The
study of the sensitivity of the Drell-Yan cross section to the choice for the QCD scale is
described in Appendix C. Botpg and ug were varied in the range qf/s /2 < u <2
/s aroundthe default choice oft = /s, and the mass-dependent variations of the cross
section obtained. At NNLO, they are smaller thah% at 1 TeV/é, but as large as-25%

(for u = 2,/3) and +5% (foru = 2,/s) at 5 TeV/&. We use the NNLO estimates given in
Appendix C for both the Drell-Yan and thé Eosons.

Since our analysis relies only on the background shape and not on any assumptions
about background normalisation, the uncertainties in signal and background cross sections
described in this section will not have any direct impact on the calculation of significance
once a data set is in hand. They do effect, however, estimates of thass reach based on
Monte Carlo predictions for the signal and the background. We combine them in quadrature,
and use the obtained mass-dependent band asidertainty in the expected number of signal
and background events. This band is then translated intontertainty in the prediction of
the mean integrated luminosity needed to reactsigmificance for any given’znodel. This
uncertainty, and the best estimates of the luminosity, is shown irBR@for the models with
the smallest and the largest valuesoBr among the models studiedy And Za rm .

3.3.4.4.2. Uncertainties in the detector performancélhe key element in the performance

of high-pr muon reconstruction and, therefore, for therdass reach is the alignment of

the tracker and the muon system. Unlike the muons in the region of low and mogerate
values, where the influence of the tracker alignment is predominant, both the tracker alignment
and the muon system alignment play an important role for the muons at TeV scale. We take
them into account by using the two realistic misalignment scenarios developed in the CMS
reconstruction, the “first data” and the “long term”. These scenarios, however, are only based
on the current best estimates (and sometimes guesses) of expected alignment uncertainties and
will be refined as better estimates from alignment studies become available. Therefore, they
have intrinsic uncertainties, which at the moment cannot be evaluated. As discussed above and
in Ref. [99], neither the trigger efficiency nor the offline reconstruction efficiency for pigh-
muons is affected by the misalignment even in the worst-case scenario once the alignment
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Figure 3.21. Integrated luminosity needed to reach Significance §; =5) as a function of
Z' mass for Z, and Za.rm models. Solid lines show the best estimates, dashed lines indicate
boundaries of the band corresponding to the predictionswith theoretical uncertainty.

position uncertainties are used in reconstruction algorithms [86]. So uncertainties in alignment
translate mainly into uncertainties in the invariant mass resolution. We show below that even
sizable variations in the width of the mass resolution have only a small impact ohitiesg
reach.

Another potentially important source of systematic uncertainties is the uncertainty in the
calibration precision of the muon chambers. The impact of uncertainties in the calibration
of the Drift Tube chambers on the Fhass reach has been studied by (1) changinggthe
offsets for all chambers by-2 ns, and (2) scaling drift velocity (changing time-to-distance
relationship) byt-3%. These variations represent conservative upper bounds on corresponding
effects [107]. The effect of changing offset was found to be negligible for Zamples at all
studied mass values and for both misalignment scenarios considered. The scaling of drift
velocity has a negligible impact for the “first data” misalignment scenario with its rather poor
mass resolution, but results in an increase of 5-10% in the width of the mass resolution for
the “long term” scenario (no change in trigger and dimuon reconstruction efficiencies). This
translates into a negligible effect in thé dass reach. Uncertainties in the calibration of the
Cathode Strip Chambers are less critical and hence are expected to have a negligible impact
on the Z detection as well.

The effect of uncertainties in the knowledge of the magnetic field remains to be studied.

3.3.4.4.3. Uncertainties in background shape and mass resolutidlany experimental
uncertainties have a negligible or small impact on the results of our studies because, the
proposed analysis method is not sensitive to uncertainties in the predicted levels of signal
and background processes. For example, only the mass dependence of the uncertainty in the
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muonreconstruction efficiency needs to be taken into account, not the absolute uncertainty.
The same is true for the trigger efficiency and for the uncertainty iR/fhscale Among those
uncertainties that do not cancel out, two seem to be particularly important: the uncertainty in
the background shape, and the uncertainty in the mass resolution.

As described above, the background shape is currently determined from fits to
background distributions predicted by the Monte Carlo simulation. In the analysis of real
data, this MC-based shape will be compared with (and perhaps tuned to) the background
shape in the region of low masses where one has high statistics of background events.
The issue is then the reliability of the extrapolation from the steeply falling spectrum
into the candidate signal region. This will have to be studied in detail, once the real
data starts to be available. What is interesting to explore at this stage of analysis is
how rapidly the significance deteriorates as the ratio of background events in the high-
statistics normalisation region to background events in the candidate signal region is
wrongly predicted by the MC-motivated background shape. To study this, we multiply
our background pdf, in Eq. (3.19)) by a function which is unity in the high-statistics
background-only region and smoothly transitions to a tunable vdluander the candidate
mass peak. Values of integrated luminosity were chosen to correspond s@lificance
for each model atf = 1. For f =2 (assuming twice as much background in the signal
region as there really is), 5decomes 4.2 for Zairm and is about 3.7dfor Z,,. For f
around 1.1 or 1.2, the change$is of the order of a few per cent.

Sensitivity of the Zmass reach to uncertainties in the invariant mass resolution has been
studied by applying extra Gaussian smearing to the reconstructed valyésaiffboth the
signal and background events and comparing the signal significance obtained with modified
/s values to that calculated with the nomingb values. We found that an increase of 10%
in the mass resolution width,, reduces the signal significance by less than 2% at the values
of S; close to 5; 20% worse resolution gives 5% or less sm&8lerThe effect is not very
big, indicating that an approximate knowledgeo@f should suffice. (This exercise does not
check, however, the effect of extreme tails of the mass resolution being bigger than expected,
which could lead to a background shape (and amount) different from that obtained from the
simulation.) The knowledge afy as a function of,/s is also used in the pdf of the signal
in Eg. (3.19), where it defines the width of a Gaussian accounting for resolution smearing of
the signal shape. This does not need to be very precise either: assuming resolution 20% better
that it really is reduce$§; by less than 1%.

3.3.5. Distinguishing among’ models

The forward—backward asymmety:g, of the leptonic decay products provides information
on parity-violating couplings, on and off resonance, as discussed for example in
Refs. [96,108].

The forward—backward asymmetry fgq — w*u~ interactions is defined as (e.g.,
Refs. [109,110])

Arg = , (3.21)

where

dcost*, op=

1 & +,,—
oF E/ do@q — u'pn7) d coso*, (3.22)
0

/0 do(qd — ')
d cosg*

1 d coso*
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and where 6* is the angle in the dimuon centre-of-mass (CM) reference frame between
the negative muon and the incident quark. For spint1z°/Z’ propagators, the probability
density functionP (cos6*) is most generally of the form

P(cost*; Aeg, b) = %(1+bco§ 0*) + Agg COSH*. (3.23)

Althoughb = 1 from general considerations, in the fits described hésaypically left as
a free parameter. In Ref. [97], Rosner expresagsfor f f — y*/Z2°/Z' — p*u~ events in
terms of the left- and right-handed couplings of the phoi#fh,and Z to u quarksd quarks,
and charged leptons. More details, including the couplings for the models studied, are given
in Ref. [111].

For CM energies well above thg° peak, the Drell-Yan background has a characteristic
Agp of about 0.6 [109], and provides a useful starting point.

3.3.5.1. Uncertainty in the sign afos6* in pp collisions. In proton-proton interactions,

the quark direction is ambiguous experimentally since a quark can originate with equal
probability from either proton, and the sign of @jsis not directly measurable. We follow
Ref. [112] and infer the sign of c@$ by assuming that the longitudinal motion of the dimuon
system is in the direction of the proton contributing the annihilating quark, since a quark in
a proton typically carries a larger momentum fractiothan does an anti-quark. We refer to
the inference of the wrong sign of cé%as “mistagging” the sign. If not accounted for, the
mistagged events, particularly at loyy reduce (“dilute”) the apparent value &&g. Some
authors deal with this problem by removing events below a chgstneshold [112], or by
examiningAgg in bins ofy [113]; in Ref. [111], an approached is described which assigns the
probability of a mistag on an event-by-event basis, thus using all events in a given sample. As
knowledge of the mistagging probability depends on the Parton Distribution Functions, the
effect of uncertainties in PDFs must be evaluated, and will be the subject of future work.

3.3.5.2. Other uncertainties.The transverse momentups of the annihilating quark and/or
anti-quark provides another source of uncertainty in the measurement &f,ace the
observable quantity is the vector sum of these transverse momenta. We use the Collins—Soper
reference frame [114], in which angles are measured with respect to the axis that bisects
the target and beam axes in the dimuon CM frame, to minimise the effept @ the
measurement of c@s, and letdig denote the polar angle of the in this frame.

As described in Ref. [111], the effect of detector acceptance, combined with high mistag
probability for events neay = 0, means that events lying near the edges of acceptance carry
the largest information for thé\rg measurement. Hence, in addition to trying to obtain
maximum acceptance, it is particularly important to understand the effect of any asymmetries
in the acceptance which may arise as a result of the real detector efficiencies not being
perfectly symmetric or of the beam crossing not being perfectly centred.

3.3.5.3. Likelihood function and fitting procedureSince a Zcan be discovered with a small
number of events (Sectidh3.4), and since the search for anomaléusg in the highest mass
continuum Drell-Yan events at any given luminosity will use a restricted sample of events,
we consider an unbinned likelihood fit. The procedure and results with statistical errors only
are described in Ref. [111]. The results of numerous fits can be summarised simply with a
nominal statistical uncertainty iAgg of 0.09 in a fit with 400 events for 1 TeV7Z’ samples,

and of 0.08 with 400 events for 3 Te\/samples. Ref. [111] also reviews an appropriate
hypothesis-testing methodology for distinguishing betweemadels.
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Table 3.10. Angular distributions for the decay products of spin-1 and spin-2 resonances,
considering only even terms in c@s.

Channel d-functions Normalised density for cas*
qq — G* — ff 142 7+ 1d2_,[° Py = 3(1—3cog6* +4cod 6%)
99— G* — ff 102,17 +1d3 Py = 3(1—cog6%)

qd — y*/2%2 — ff jdt 1% +1dd P P = 2(1+co6")

3.3.6.Discriminating between different spin hypotheses

In order to distinguish the spins of a spin-1a0sons and a spin-2 gravitons in a dilepton decay
mode, Ref. [115] considers an unbinned likelihood ratio statistic incorporating the angles
of the decay products. The statistical interpretation of this statistic is discussed in detail in
Ref. [116], also considering the possibility of spin 0.

To leading order, the sub-diagram farf@rmation is quark-anti-quarlq@) annihilation,
while for a graviton there exist botifj annihilation and gluon-gluorgg) fusion. One defines
0* as the angle in the dilepton centre-of-mass reference frame between the negativélepton
and the incident quark or gluon. In this section, we consider only the parity-conserving terms;
inference from these terms can be combined with that of the parity-violating terms giving rise
to Arg.

For light lepton decay products, the angular probability density functions in the
absence of interference are in TalB4.0. These are determined from angular momentum
considerations and do not depend on the couplings. For the spin-2 graviton, only the relative
fractions ofqqQ annihilation, gluon fusion, and background (predominantly from the Drell-
Yan continuum) events are needed to arrive at a parameter-free form for the expected
distribution. (For spin 1, the resonance and the Drell-Yan background have the same form.)

The fractions of generated events arising from these processes are dengjed;bsnd
€1, respectively, witheg + €4 + €1 = 1. Then the form of the probability densiB(coss*) is

P(cos8*) = €q Py +€gPy +€1Pa. (3.24)

As in the Arg measurements, we 185 denote the polar angle of tife in the Collins—
Soper frame. Experimentally, one will obtain a set of events @jithmeasured along with
other quantities such as dilepton transverse momengitrand rapidityy®'. From these,
one can construct the probability densiB4.(cosbs) for events accepted (observed) in
an experiment for each hypothesis, wherei labels the model such as @r G*. In this
study, we consider only the angular information and integrate pffery!, and any other
relevant quantities; if one has confidence that these quantities are well described by the event
generators, more variables can be addeB;t@ Since we do not add this informatioRy..
for accepted events approximately factorises:

Pacd(COSHE Hi) = P(CosOs| Hi) R(CostEs), (3.25)

whereP (cosfig|Hi) is from Eqg. (3.24) with the'j set appropriately for the model considered
(e.g. for the spin-1 hypothesis, we sgt=1 andeq = ¢5 =0), andQ is the acceptance
averaged ovepr, Y, etc.

Eq. (3.25) has no free parameters, if the fractionsgy, ande; are considered to be fixed.
For each observed event, one evalu®gg(cosdig|Hi) at the observed c@gq to obtain the
likelihood £(H;) of that event under the given hypothesis. The combined likelihood of the data
set under a hypothesis is then the product of the events’ likelihoods; henceforth in this paper,
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Table 3.11.Integrated luminosity and numbers of signal and background ewgatand Np

required to discriminate spin-1 and spin-2 hypotheses with 8 corresponding to 2¢(one-

tailed). The first column indicates the mass of the resonance; the second column shows the values
of the RS ratioc = k/Mpy; the third column specifies the integrated luminosity needed for 2o
discrimination; the last two columns show the corresponding numbers of signal and background

events.

Vs Tev c [Ldt, bt Ns Np
1.0 0.01 50 200 87
1.0 0.02 10 146 16
1.5 0.02 90 174 41
3.0 0.05 1200 154 22
3.0 0.10 290 148 6

L(H;) refersto this product unless otherwise stated. As Ref. [1di§fusses, the absence
of free parameters means that the Neyman—Pearson hypothesis tesimyfi@hypothesis
testing is applicable.

For testing a simple null hypothesk$s of one spin against another simple alternative
spin hypothesi#ig, we use the likelihood ratid = £L(Ha)/L(Hg), with critical region again
chosen such that = 8. For investigating and summarising which values.®f correspond
to which values oix and g, the quantity—2Inx =2InL(Hg) —2InL(Ha) is particularly
useful. For simple hypothesds$, and Hg, the central limit theorem implies that2Ini
tends to a Gaussian.

3.3.6.1. Testing spin 1 versus spin A detailed discussion of the intermediate steps in
applying the above method for discriminating spin 1 from spin 2 is in Ref. [116], using large
samples of Zand G events (from the Randall-Sundrum (RS) model [94]) generated with
HERWIG. (Generator-level results usimytaIA are completely compatible.) The ratioof

the likelihoods of the hypotheses is calculated for each event, assigning spin 1 as the null
hypothesisHa and spin 2 as the alternative hypotheliig. In taking the ratio, the average
acceptance cancels to good approximation and one essentially recovers the ratios of the
angular forms. Histograms of2InA for these events are highly asymmetric and strongly
peaked at one side [116]. In view of the asymmetries in the underlying event histograms, the
convergence of the sums ef2In values forN selected events toward Gaussians is quite
striking. The means and rms deviations of the sums are in excellent agreement with the means
and rms deviations of the respective event histograms scalét diyd /N, respectively, as
expected from the central limit theorem.

The statistical technique of Ref. [116] has been applied to fully-reconstru¢iadAs
events [117]. Details of simulation, trigger and reconstruction are described in S&8dahs
3.3.3and 14.3.1. From ensembles of pseudo-experiments, we determine the niirdfer
events per experiment corresponding to various values 6f8, expressed in equivalent
number of Gaussian standard deviationsfar one-tailed tests, e.g., far = 0.159, we report
« = 1o, and so on. The values afso obtained scale as expected/As.

Table3.11contains, for different studied masses and values of the Randall-Sundrum ratio
c=k/Mp, the integrated luminosity needed for a Rignificance, and the corresponding
numbers of signal and background events. All numbers are for the “long term” misalignment
scenario; the cross section forptoduction is assumed to be equal to that disih the given
c value. Of course, because the production cross section falls rather steeply with mass, the
integrated luminosity needed for spin discrimination increases with mass. For RS gravitons,
the production cross section scalegsherefore, the integrated luminosity required for spin
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Figure 3.22. Region in the plane oM g+—c in which Randall-Sundrum ‘Ccan be distinguished
from Z' having an equal cross section with Zignificance if one treats two spin hypotheses
symmetrically, for a few representative values of the integrated luminosity. The region which can
be probed lies to the left of the lines.

discrimination quickly increases aggets smaller, and so does the number of signal events,
because of a larger background contamination. The region in the plade;efc in which
Randall-Sundrum Gcan be distinguished from’Zvith 20 significance if one treats two
spin hypotheses symmetrically is shown in F3g22 for a few representative values of the
integrated luminosity.

Alternatives to thex = g criterion, in particular tests in whicl is minimised for one
hypothesis at the cost of increaseginare discussed in Ref. [116].

3.3.6.2. Discrimination from spin 0. While the motivation of discriminating’Zrom G* has
focused studies on discriminating spin 1 from spin 2, another possibility to be considered
is spin 0 resonance (which is uniform in @9. For accepted spin-0 events, the probability
density for co®g is somewhat in between the mostly concave-upward function for spin 1
and the predominantly concave-downward function for spin 2.

As discussed in Ref. [116], discriminating either spin 1 or spin 2 from spin 0 requires
significantly more events than discriminating spin 2 from spin 1.
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Chapter 4. Physics Studies with Jets andzin'ss
4.1. Benchmark Channel: new physics from dijets

Inclusive dijet production §p — 2 jets +X) is the dominant LHC hard scattering process.
Simple to observe, and rich in potential signals of new physics, dijets are expected to be one
of the earliest CMS measurements. In this section we discuss the measured distributions and
their systematic uncertainties [118]. In sectibh5.2and15.3we use these distributions to
estimate our sensitivity to specific models of new physics.

4.1.1. Dijet analysis

We use samples generated uskygHia dijet processes mixed with pileup of minimum bias
interactions for an assumed luminosity ok20*3*cm2s!, simulated with OSCAR and
reconstructed witltorca. Jets are reconstructed as localised energy depositions in the CMS
calorimeters arranged in a projective tower geometry. The jet eriergylefined as the scalar
sum of the calorimeter tower energies inside a cone of raRius,/(An)2+ (A¢)2=0.5,
centred on the jet direction. The jet momentens the corresponding vector sum of energies,
with the vector pointing in the tower direction. Both the jet energy and momentum are
corrected back to the particles in the jet cone originating from the hard interaction excluding
pileup [119]. We define the dijet system as the two jets with the higheist an event (leading

jets) and define the dijet mass= \/(E1+ E,)2 — (I51 + |52)2. We select events in which the
leading jets each hay@| < 1. This cut enhances our sensitivity to new physics, produced at
low |n|, compared to the predominanthchannel processes from the QCD background. In all
plots that are a function of dijet mass, we plot in bins of width equal to the Gaussian resolution
measured in sectiof.1.4.1.

4.1.2. Rates and efficiencies from jet triggers

We use simulated data from the single jet triggers discussed in Appé&ndi8.2. From

the three trigger tables for luminosities 6f= 10°2, 103, 10**cm™2s1 we expect initial
samples of size at least 100 b1 fb~1, and 10 fot respectively. This is from Fseconds of
collisions, equivalent to one month of continuous operation at 40% efficiency. |4 Rigie

show the rate expected from these triggers as a function of dijet mass. By construction there
are comparable events in each trigger, and a high statistics overlap between triggers for a given
table. We see that the highest mass dijet is expected to be 5, 6 and 7 TeV for samples of size
100pbt, 1fb1, and 10 fb! respectively. In Fig4.2we show the trigger efficiency vs. dijet
mass, measured for each trigger using the neighbouring trigger with a fgwereshold, and
explicitly show the mass cuts that are fully efficient. In Fig3we show the data we will use

to measure the cross section. We use each trigger where it is fully efficient and stop using the
trigger where the next trigger is fully efficient. Fig.3 shows there are adequate numbers of
fully efficient events for analysis.

4.1.3. Dijet mass distribution from QCD

In Fig. 4.4we combine the triggers to produce a cross section across the full mass spectrum.
The prescaled triggers allow us to measure mass down to 300 et /even smaller if we

can understand the efficiency of the lowest threshold trigger. The mass measured with the
prescaled triggers will allow us to connect to dijet masses measured at the Tevatron.
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Figure 4.3. Rate of jet trigger for cross section measurement. Same triggers ak Fig.

In Fig. 4.5 we show the fractional statistical error on the cross section, the simplest
measure of our sensitivity to new physics. Figdt shows that our prescaled triggers will
allow a measurement of QCD with 1-3% statistical accuracy. The unprescaled triggers will
have 1% error at threshold and the first unprescaled sample begins at a mass of 67) GeV/c
giving us full sensitivity to new physics in a region that overlaps with previous dijet mass
measurements at the Tevatron.

4.1.4. Searches using dijet mass

Here we will discuss the signal and background distributions that are needed for a dijet
resonance search using the mass distribution. In setddfh2we use these techniques to
estimate our sensitivity to seven models of narrow dijet resonances.
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Figure 4.5. Fractional statistical error on the jet cross section for the samples id Big.

4.1.4.1. Narrow dijet resonance shapedhe simulated shape of a narrow dijet resonance

in CMS is shown in Figurel.6. The shape is composed of a Gaussian distribution from jet
energy resolution and a long tail to low mass. The measured RMS of the Gaussian component
is /M = 0.045+1.34/M. The long tail to low mass comes predominately from final state
QCD radiation (extra jets) which reduce the reconstructed mass. All resonances with a natural
width significantly less than our resolution should look similar to this in the CMS detector.
The model used in Figur.6was aZ’ from PYTHIA.

4.1.4.2. QCD background to dijet resonanceg&igure4.6 compares &’ signal cross section
to the QCD background found in sectidnl.3. The differential cross section for the QCD
background is well fit by a simple parametrisation of the form

do _ po(1—m//s)P

am _— (4.1)

where m is the dijet mass,/s = 14000GeV/c is the collision energy, angy, p1, P>

are arbitrary parameters. The resonance sensitivity estimates in sédtidr2 use this
parametrisation to smooth away background fluctuations in our simulation sample. In a
search with real data, a similar parametrisation could be used to simply model the measured
background, as was done by CDF [120], or a full NLO QCD calculation smeared with the jet
resolution could be used to model the background, as was done by DO [121].
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curve). (Right) The differential cross section as a function of dijet mass for the QCD background
and threeZ’ signals with a mass of 0.7, 2, and 5 Te¥,/c

4.1.5. Searches using dijet mass and angle

Here we will discuss the signal and background distributions that are used for searches for
new physics in the dijet mass and angular distribution simultaneously. This technique can be
used to confirm resonances observed in the dijet mass distribution, and measure their spin, or
to discover other new physics that could affect the dijet angular distribution. In sd&i8n

we use these techniques to estimate our sensitivity to a model of quark contact interactions.

4.1.5.1. Dijet ratio: N(|n| < 0.5)/N(0.5< |5| <1.0). The ratio of the number of dijets in
which both jets havéy| < 0.5 to the number of dijets in which both jets have €.5| < 1.0

was firstintroduced by DO to search for contact interactions as a function of dijet mass [122]. It
is the simplest measure of the most sensitive part of the angular distribution, providing a single
number we can measure as a function of dijet mass. In Fifjirere show our lowest order
calculation of the dijet ratio from QCD compared with a left-handed contact interaction among
quarks [123,124] at three different values of the contact interaction scale. For this calculation
we used the same code as [125] with modern parton distributions [12]. Lowest order QCD
gives a fairly flat dijet ratio around 0.6 while the contact interactions produce an increase in
the dijet ratio at high mass. Figu#ie7 also shows that a full CMS detector simulation of the
dijet ratio from QCD, using the samples discussed in seetitr8, is indistinguishable from

a flat ratio of 0.6 within the simulation statistical uncertainty.

4.1.6. Systematic uncertainties

In figure 4.8 we present estimates of systematic uncertainties on both the dijet cross section
and the dijet ratio. The systematics discussed below have a large effect on the cross section
and little effect on the dijet ratio.

4.1.6.1. Absolute jet energy scaléWe have concluded that an overall uncertainty on the
jet energy scale in the barrel af5% is achievable [126]. We have propagated this energy
scale error to the dijet mass cross section by measuring the effect8%achange in mass
on a smooth fit to the dijet mass cross section. As shown in figi8ethe resulting upper
uncertainty on the cross section varies from 30% at a dijet mass of 0.3%¢¥ 80% at
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Figure 4.8. (Left) Systematic uncertainty on the dijet cross section due to jet energy scale (solid
curve), parton distributions (dashed curve), and calorimeter energy i@slution (dotted curve)

are compared to the statistical uncertainties for 18 fterror bars). (Right) Systematic bounds on

the dijet ratio from uncertainties in the relative jet energy scale (dashed curve), parton distributions
(dotted curve), and calorimeter energy apdesolution (dot dash curve), are compared to the
expectations of QCD and three contact interaction scales (solid line and curves).

a dijet mass of 6.5 TeXt?. This large systematic uncertainty, increasing with dijet mass,

is the primary reason we do not use the dijet mass distribution to search for quark contact
interactions. For the dijet ratio the absolute jet energy scale uncertainty has no effect, because
the dijet ratio is flat versus dijet mass. The uncertainty cancels out in the ratio.

4.1.6.2. Relative jet energy scaleWe have shown that by using dijet balance an uncertainty
of £0.5% is achievable [127] for the relative jet energy scale as a functienvdgthin the
barrel, in 0.1 steps im. Here we assume that the relative jet energy scale, defined in this
analysis as the uniformity in energy scale in the region0|5| < 1.0 compared t¢tyn| < 0.5,

can be determined t&:0.5%. For the cross section as a function of mass this uncertainty
is negligible compare to the-5% error in the absolute energy scale. We have propagated
this error to the dijet ratio by measuring the effect of-8.5% change in dijet mass for
the measurement dfi (0.5 < |n| < 1) while keepingN(|n| < 0.5) unchanged. As shown in
figure 4.8, the resulting upper uncertainty in the ratio varies from 0.013 (2%) at a mass of
0.3TeV/2 to 0.032 (5%) at a mass of 6.5 TeV¥/c
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4.1.6.3. Resolution. The effect of calorimeter resolution is the difference between the
measurement with jets constructed from MC particles (Gen Jets) and the measurement with
jets constructed from calorimeter depositions and corrected (Rec Jets). This difference, often
called the smearing due to calorimeter resolution, is taken as a bound on the size of the
systematic uncertainty due to resolution. For the cross section, the difference between Rec Jets
and Gen Jets is small. This smearing varies from 15% at 0.3 TeV to 3% at 6.5 TeV, as shown
in Figure4.8. For the ratio, there is no change between Gen Jets and corrected Rec Jets within
the Monte Carlo statistics presented in Fig/, and the statistical error on the simulation gives

a bound on the systematic of 0.02 (3%) in the ratio, which is shown in Fig8re

4.1.6.4. Parton distributions. We have used these 40 PDFs of CTEQ6.1 and the
recommended procedure [12] to calculate the PDF uncertainties on both the cross section and
the dijet ratio using our lowest order QCD calculation. As shown in figu8e the resulting

upper uncertainty in the cross section varies from 5% at a dijet mass of 0.3T&\V32% at

a dijet mass of 6.5 TeV 7c As shown in figuret.8, the resulting uncertainty in the dijet ratio
peaks at a value of 0.02 (3%) in the ratio at a mass of around 3.5 Teatid declines at both

lower and higher masses.

4.1.6.5. Luminosity, efficiency and acceptanc&he luminosity uncertainty on the cross
section is around 10%, small compared to other uncertainties, and has no affect on the dijet
ratio. For the masses we consider in this analysis there is full efficiency for finding a dijet in
the event with negligible uncertainty. The acceptance for jets is defined by the guam

any measured jet distributions must be compared to calculations using the) sartse with
negligible uncertainty in the comparison of measured and calculated jet

4.2. Benchmark Channel: low mass supersymmetry

4.2.1. Introduction

R-parity conserving SUSY leads to characteristic signatures with missing transverse energy in
the final state due to the stable lightest supersymmetric particle (LSP). In the search described
below for the bosonic partners of quarks (squarks) and the fermionic partners of gluons
(gluinos) itis assumed that the LSP is weakly interacting, as is the case for most of the MSSM
parameter space.

This analysis focuses on gluino and squark production within the minimal supergravity
model (IMSUGRA). In this model the entire SUSY mass spectrum is essentially determined by
only five unknown parameters: the common scalar mass at the GUT Btglthe common
gaugino mass at the GUT scalkly,»; the common trilinear coupling at the GUT scale,

Ao; the sign of the Higgsino mixing parametsign(u.); and the ratio of the Higgs vacuum
expectation values, tang

We investigate whether the production and decay of gluinos and scalar quarks is
observable in the rate gf3-jet events with large missing transverse energy. The large missing
energy originates from the two LSPs in the final states of the squark and gluino decays. The
three or more hadronic jets result from the hadronic decays of the squarks and/or gluinos. We
use theisaser (7.69) Monte Carlo program interfaced witlirnia (6.225) which provides
parton shower and an underlying event model to generate squark and gluino production with
parameterdVly = 60 GeV/¢&, My, = 250 GeV/c?, Ag =0, 1 > 0 and tarp = 10 (LM1 test
point). For this set of parametens(g) ~ 600 GeV/&, m(@) ~ 550 GeV/é, (m(§) > m(q))
and production of§g is 53%, ¢ 28% anddgd 12%. The decay — G r+( is dominant.
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Specificallythe gluino and squark decays proceed as follows:

g— qC:IL,Rv or 0— q44..r (4.2)
dr — Q7. (100%) (4.3)
dL — g+ X3, (30%) (4.4)
G~ q+75. (70%) (4.5)
while the charginos and neutralinos decay as follows:
79— (rt, (11.2%) 4.7
X3 — Tt (46%) (4.8)
X1 — PLt, (36%). (4.9)

Thetotal LO production cross section for squarks and gluinos at this point of the mSUGRA
parameter space is 49 pb. An example of a SUSY candidate is shown in colouCp&t&he

major Standard Model background components for a multi-jet plus large missing transverse
energy search include productionof jets with theZ decaying invisiblyW + jets, top—anti-

top pairs, dibosons, single top and QCD jets.

4.2.2. Jets and missing transverse energy at CMS

Jets are defined as localised energy depositions in the calorimeters and are reconstructed using
an iterative clustering algorithm with a fixed cone of radiv® = /An2+ A¢2=0.51in
n — ¢ space [7]. Jets are ordered in transverse endigy- Esing, whereE is the scalar
sum of energy deposited in the calorimeter towers within the cone @the angle formed
by the beam-line, the event vertex, and the cone centre. Jets with uncorgcted@0 GeV
and with|n| < 3 are used throughout this analysis.

The offline missing transverse energy is defined as the negative vector sum of
the transverse energy in the electromagnetic and hadronic calorimeter tcﬁﬁﬂ?%,—_
— > i (Ei sin6)f;, whereE; is the energy of thé-th tower, fij is a transverse unit vector
pointing to the centre of each tower, afids the polar angle of the tower; the sum extends to
Inl < 5. The data sample is selected with a hardware trigger which recEﬁPéssLl > 46 GeV
(Inl <5 coverage) and a central jet Bf > 88 GeV. A parametrisation of the Level-1 trigger
efficiency as measured in a dijet sample is applied to all data analysed. For the confirmation
of the High Level Trigger (HLT) theEsS is required to be above 200 GeV where the HLT
trigger is fully efficient. In the following sections we detail the methodology and analysis
strategies towards a search for SUSY using a dataset of events collected according to the
missing transverse energy plus jet Level-1 and HLT trigger path.

4.2.3. Clean-up requirements

In anticipation of real data a pre-selection is used to reject accelerator- and detector-related
backgrounds (such as beam halo and noise), and cosmic ray events. At least one primary
vertex is required in the event and the pre-selection uses the event electromagnetic fraction,
Fem (defined as thder-weighted jet electromagnetic fraction sum over the electromagnetic
calorimeter acceptancg)y| < 3.0) and event charged fractioRg, (defined as the average

over the jets ratio of the sum of the; of the associated to the jet tracks for jets within

Inl < 1.7, over the calorimetric jet transverse energy) to distinguish between real and fake
jet events. The pre-selection requirements and their efficiency on the signal are shown in
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Table 4.1.Cleanup pre-selection efficiency.

Sample/RequirementFem > 0.1 F¢h > 0.175 Both (%)
LM1 99.88% 91.32% 91.24%

Table 4.2.The EPsS+ multi — jet SUSY search analysis path.

Requirement Remark

Level 1 Level-1 trigger eff. parameter.
HLT, EMsS> 200 GeV trigger/signal signature
primary vertex> 1 primary cleanup

Fem = 0.175,F¢, > 0.1 primary cleanup

Nj >3, | <17 signal signature

8¢min(EMSS— jet) > 0.3 rad,R1, R2 > 0.5 rad,

S¢(ET"™°—j(2) > 20° QCD rejection

Isdk =0 ILV (I) W/Z/tf rejection
fen(]‘(l)), fen-“ @) < 0.9 ILV (1), W/Z/tf rejection
ETt,j1) > 180GeV, ET j(2) > 110GeV signal/background optimisation
Ht > 500 GeV signal/background optimisation

SUSYLM1 signal efficiency 13%

Table4.1. The values of the requirements are chosen based on the Tevatron data where similar
requirements have been used to clean the highmulti-jet plus large missing transverse
energy datasets from a number of spurious and instrumental backgrounds that tend to appear
as spikes in the low end of the event electromagnetic and charge fraction distributions.

4.2.4. Analysis path

Events that are accepted by the pre-selection requirements, proceed through the analysis
path if they have missing transverse enefgss> 200 GeV and at least three jets with
Er > 30GeV within|n| < 3. In addition the leading jet is required to be within the central
tracker fiducial voluma.e. |n| < 1.7. These requirements directly define the SUSY signal
signature. The rest of the analysis path is designed based on elimination of the major classes
of backgrounds: the QCD production, top—anti-top pairs andWhye&-QCD associated
production. In Tablet.2 the path is shown with a remark indicating the reason and aim of
each selection step.

In the following sections the motivation and details of the analysis path are discussed.

4.2.5. Missing transverse energy in QCD production

Due the very high QCD production cross section the Standard Model background to a large
missing transverse energy plus jets data-sample is dominated by QCD events. The observed
missing transverse energy in QCD jet production is largely a result of jet mis-measurements
and detector resolution. In Figu#e9 the missing transverse energy full spectrum is shown

for QCD 3-jet events in thg region between 120 GeV/c and 1.8 TeV/c.

It is to be noted that due to finite computing resources and the large production cross
section it is unrealistic to fully simulate and reconstruct samples with adequate Monte Carlo
statistics. It is also unrealistic due to the trigger and data acquisition bandwidth constraints
and the large QCD production cross section to collect QCD datasets witBjdiwesholds
during data-taking. However the CMS trigger table includes a large number of prescaled
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Figure 4.10. §¢1 versuss¢; for (left) SUSY signal and (right) QCD dijet events.

QCD trigger paths that will be used to extract the shape of the missing transverse energy
and the direct normalisation for the QCD background component in all-hadronic events
with large missing energy. In addition, topological requirements are designed to eliminate
as much as possible the QCD contribution. Well measured QCD dijet events with back-to-
back in¢ jet topology are used for obtaining jet corrections. These are well balanced events
with low missing transverse energy. Large missing energy in QCD events originates from
jet mis-measurements. In such events the higligsfet is typically the most accurately
measured. When any jet in the event is mis-measured, usually the second or third jet, the
EM'ss direction is pulled close i to the mis-measured jet direction. We eliminate such
residual QCD component by using the correlation infifye= |¢j1) — ¢ (EMSS)| versussgp, =

[di2) — ¢(EMss)| plane, as shown is Figuré.10. Events withR; > 0.5rad andR, > 0.5

rad, whereR; = ,/8¢3 + (1 — §¢1)2andR, = ,/8¢2 + (7 — 8¢)2, are accepted. In addition
we require that no jet in the event be closer than 0.3 rad to the missing energy direction and
that the second jet be further tharrZfbm it (Figure4.11).

After a baseline selection ™; > 2 andE!"'sS> 93 GeV the cumulative efficiency of the
angular requirements s 90% for the SUSY signal. They rejest85% of all QCD events.
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4.2.6. Indirect Lepton Veto

W andZ + jet events with large bosdp; and leptonic decays of the boson are backgrounds to

a large missing transverse energy plus multijet search. Similarly semileptanients where

the W boson decays leptonically constitute a background. In¥hieptonic decays there is

real missing energy due to the neutrino while in thdecays the missing energy is mostly due

to T decays or missed leptons. Residual background when the bosons decaying hadronically
(with missing energy due to jet mis-measurements) are accounted for using the real multi-jet
data triggers.

In this analysis there is no explicit lepton identification. Leptons in the signal SUSY
events result from cascade decays of squarks and gluinos through charginos and neutralinos.
To reduce the large background contribution mainly fidh— ¢v) + jets andtt production
and decays, aimdirect lepton vetdILV) scheme is designed. The aim of the indirect lepton
veto is twofold: (a) to retain large signal efficiency and (b) to achieve large rejection of
the W, Z, tt backgrounds (independent of the MC used, namely parton shower only versus
complete matrix element in particular for the higher jet multiplicity bins).

Given that electrons are also clustered as jets, the jet electromagnetic frégtionmhich
is close to 1 for electrons, is efficient in rejecting backgrounds events containing electrons
while retaining good efficiency in the LM1 SUSY inclusive signal. Events are selected if
the two highesEr jets are not purely electromagneti®. fom 1) < 0.9 andfemje) < 0.9.

The leading and second jet electromagnetic fraction distributiong/ffes ev+> 2 jets are
shown in Figuret.12. The corresponding distributions for the SUSY LM1 signal are shown in
Figure4.13. The signal efficiency s 87% while 90% of thaV — ev + > 2 jets are rejected.

A systematic uncertainty of 5% on the background rejection efficiency is assigned due to a
variation betweemyTHIA andALPGEN +PYTHIA Samples.

To further reject electrons, muons and taus frédimand Z decays while retaining the
SUSY signal efficiency a tracking isolation strategy is employed as follows: if the leading
track in the event hapt > 15 GeV/c and the ratio of the sum of tg of all tracks around
it in a cone of AR = 0.35 over thepr of the track is less than 10% the event is dropped.
The requirement of accepting events with a non-isolated leading track is noted indTable
asIsd’ =0.

The leading isolated track veto ha€©92% signal efficiency while it rejects’50% of
the W/Z+jets events (ineyrnia as well asaLprGEN generated samples). The cumulative
W/ Z + jets rejection efficiency when both requirements of the indirect lepton veto are applied
is between 50% and 90% depending on the lepton flavour, with lower rejection as expected
when the boson decay product includes lapton. When applied in the full analyses path it
rejects 40% oft inclusive events. The cumulative SUSY signal efficiency 8%.
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Figure 4.13. Electromagnetic fraction of (left) leading and (right) second jetin SUSY LM1 events.

4.2.7. The standard Z boson “candle” calibration

Events with large missing transverse energy adjets in the final state are expected from
Z(— vv)+ > 3 jets andW(— tv)+ >2 jets (the third jet originating from the hadronic
decay) processes. Additional residual contribution is expected alsoWom uv), ev + >
3jets. In what follows a comprehensive normalisation program is described that relies on the
Z + multi-jet data to accurately estimate tiéand Z + multi-jet background contribution in
a large EMsS plus multi-jet search.

The Z + N jets cross section is proportionalad: for each additional jet in th& event
the cross section falls by a factor proportionalap The ratio of the number of events
in adjacent jet multiplicity bins should remain constant and be proportional to the strong
coupling constant. The multiplicity breakdown will be measured in the data and the slope
returned by the exponential fit will bR = dNMt"‘S = dﬁ,\‘f" This ratio measured as the two
to three jet ratio irryruia W +jets andZ +JetsJ is~2.3 . An illustration of the result of the
measurement that will be performed with the real data is shown in Figdreusing the
ALPGEN Monte Carlo cross section after parton shower matching.

The Monte Carlo predictions for events with3 jets andZ boson Py > 200 GeV/c
will be normalised to the observed(— uu)+ 2 jets data sample (wherg boson
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Z+jets ALPGEN205+Pythia6.335+CKKW matching
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Figure 4.14. lllustration of the measurement of the= ‘ﬁ“ﬁij:‘j ratio in the Z +jets data. Here

the ALpGEN Monte Carlo cross section is used after parton shower matching and the theoretical
returned ratio is 3.8. N& bosonPr requirement is used for these estimates. Stepel.24550

Pr > 200 GeV/c) via the measurdfl= d(jN,;;Jet”‘s ratio, whered Ne,ents is the number of events

accumulated with~1 fo* of data.

The ratiop = G‘E’(J"’)i"fz\?ﬁ;":f;ﬁgg will be used to normalise th&/+jets Monte Carlo
predictions. Assuming lepton universality, the predictions for the number of events with
> 2 jets and> 3 jets fromW andZ production and decays to all flavours will be normalised to
the Z(— u*u™)+ > 2 jets data. By normalising the MC predictions to data large systematic
effects are avoided that are due to the renormalisation scale, the choice of parton density
functions, initial- and final-state radiation, and the jet energy scale. The total uncertainty
(~5%) is then dominated by the uncertainty on the luminosity measurement, the uncertainty
on the measured ratiB = %’\‘ﬁ—,tt (to be measured with the data), and the uncertainty on the
ratio p as a function of the jet multiplicityN;et.

The method will be used to absolutely normalise the Monte Carlo predictions for
Z(— vv)+ > 3jets assuming that after detector simulation they will be tuned to reproduce the
kinematic distributions observed in the “candle” data sample and the ratios discussed above.
Note that the actual data “candle” sample can be used stand-alone to predict the rate and event
kinematics of theZ(— vv)+ > 3 jets process.

In this study theZ — uu+ > 2 jets withZ,r > 200 GeV/c is the “candle” data sample.

Both the muon and electron decays of thewill be used as the standardisable candle, but
for the purposes of demonstrating the method,Zhauon decays are chosen. The additional
advantage of the muon channel is the efficient CMS muon detection due to the tracking and
muon systems. Since the completely raw missing transverse energy is used (as is expected
to be the case at the start-up of the experiment), the shape oEE distribution of

the measured th& — uu+ >2 jet events will be very close to the shape of the invisible

Z — vv+ > 2 jet events as shown in Figudel5. The muon decays of tieare selected from

an inclusive sample using the following requirements as baseline selection: (a) at least one
primary vertex, (b) at least 2 jets witer > 30 GeV, andng| < 3, (¢) EMsS> 200 GeV and

(d) for the Z boson identification two reconstructed muons with invariant mass closest to the
measured boson mass (91.2 GeV)and within 20 GeV/€. The “Z-mass” tag requirement

is 90% efficient. The selected candle sample dimuon invariant mass is shown in &igjéire
overlaid with the one using the Monte Carlo truth. Considering both the electron and muon
decays of theZ boson, a statistically adequate (5% precision) “candle” sample to normalise
theZ — vv +> 2 jet predictions folEJsS > 200 GeV will be obtained with-1.5fb 2.
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Figure 4.16. Reconstructed and generator leetlimuon invariant mass faZ — uu + > 2 jets
andE"S®> 200 GeV.

4.2.8. Analysis results

The signal to background ratio is further enhanced in the final steps of the analysis (shown in
Table4.2) by requiring the two leading jetr be above 180 and 110 GeV respectively. Fur-
thermore theHr in the event is required to bidr = Er(p) + Et() + Etg) + Ef"**> 500 GeV.
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Table 4.3.Selected SUSY and Standard Model background events for'd fb

Signal tt singlet Z(— vv)+jets W/Z,WW/ZZ/ZW) +jets QCD
6319 53.9 2.6 48 33 107

The global signal efficiency for the analysis is 13% while the signal to background ratio is
~ 26. The results are shown in Tale3.

Dueto the QCD Monte Carlo limited statistics to derive the QCD background component
the analysis path is followed without the topological QCD clean-up requirements and ILV
requirements. The estimate is conservative and is based on factorising the clean-up and
ILV efficiency and assuming them uncorrelated with the rest of the analysis requirements.
A parametrisation of the QCD topological clean-up requirements efficiency as a function
of the EMsSis used forE'sS>700 GeV.

4.2.9. Systematic uncertainties

4.2.9.1. E'SSshape systematic uncertainty due to tails in the jet resolutighbootstrap-

like study is performed to estimate the systematic uncertainty oEtH& due to the non
Gaussian tails in the jet resolution. The study uses the inclusigample. The events are
re-weighed according to a grading of the mis-measured jets, and on a jet-by-jet basis. The
grading of a jet being considered mis-measured is derived from the jet resolution shape of
jets in threeEt bins. Jets are considered mis-measured when they fall in the non-Gaussian
tails of the jet resolution. The event weight is derived using each jet's weight and for three
different scenarios that involve one, two or three jets being simultaneously mis-measured
and positively contributing to the enhancement of E§€sS tail. As an example when one jet

is assumed to be undermeasured, 15% of the events that include the undermeasured jet (as
determined by the corresponding resolution curves) are weighted up by up to 15%. A larger
weight is assigned to the events with a jet lying on the downward going tail (and depending
on theEr of the jet) thus exaggerating the non-Gaussian jet resolution tail. The further the jet
in the event is out on the tail the larger is the weight assigned to it.

The ratio of the Ess distribution resulting from the one, two and three under-measured
jets scenarios study over the nomiri&l™sS is shown in Figuret.17and it shows graphically
the positive systematic uncertainty band as a function of E{&sS due to jet tails in
the resolution.

The positive systematic uncertainty due to one mis-measured jet in the2fiftails is
estimated over the bins where in the nominal distribution we have enough statistics, namely
between 180 and 240 GeV (statistical uncertaiaty%). The result is 8.5%. For the scenario
with the two undermeasured jets, and assuming that 50% of the times the simultaneous under-
measurement results in the overestimate of E§¥*S the result is 6% and for the case of
the three under-measured jets it is also 6%. We take the weighted average of these three
scenarios, namely 7%, as an index of the positive systematic uncertainty due to the tails of
the jet resolution in the tails of thE{"S above 180 GeV. The result in the method presented
is bound to overestimate the increase in the tails, since by design positive interference of
all under-measured jets in the event is considered (in reality there is some combinatorial
compensation in th&MsS vector given the jet topology). The ultimate measurement of the
shape of the higlEs® tails and its systematic should be done using Standard Model candle
physics processes in the real data such aZtjets and thet data sample.
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Figure 4.17. Ratio of E?’iss weighted distribution for one, two and three under-measured jets
(described in the text) over the corresponding nomi&PS distribution.

4.2.9.2. Jet energy scaleThe jet energy scale (JES) uncertainty in all hadronic analyses is
playing an important role since the jet energy spectrum is steeply falling. To determine the
effect of the JES uncertainty each jet four-vector is scaled with the uncertainty wadse
follow:

Limrea= (L) - plyde!

pscale meas

=(1£a)-(pPx, Py, Pz, E). (4.10)

The JES uncertainty for the higkr jets that enter this analysis is taken to be about 7%
for 1fb~1. The resulting uncertainty in the overall analysis acceptance times efficietty in
and QCD events is 22%.

4.2.9.3. Luminosity uncertainty.Since theW/Z + jets background is taken to be normalised
with real data, the estimate carries the luminosity uncertainty on it. Hegid®&uncertainty
is taken on the background estimates due to the luminosity measurement.

4.2.9.4 ALPGEN-PYTHIA ILV. As discussed in sectioh2.6a 5% positive systematic on the
background estimate is taken due to the variation in efficiency of the ILV requirement between
ALPGEN andPYTHIA.

4.2.9.5. Total background systematidn summary for the major background components
the uncertainties are as follows:

o tf uncertainties: 7%EMsS shape, 22% JES, 13% statistical.
o Z — vitjets,W/Z+jets: 5% Luminosity (direct candle normalisation to the data).
e QCD: EM's$79% shape, 22% JES, 10% statistical.

The number of backgrounds events per background component and their uncertainties are
tabulated in Tabld 4.
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Table 4.4.Standard Model background components and uncertainties fort1 fo

tt, single top Z(— vi)+jets W/Z, WW/ZZ/ZW) + jets QCD
56+ 11(sys)+ 7.5(stat) 48t 3.5 (all) 33+ 2.5(all) 107+ 25(sys)+10(stat)
CMS ET'* + multijets, 1 fb™* CMS ET"® + multijets, 1 fb™
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Figure 4.18. LM1 signal and Standard Model background distributions EF'sS (left) and
Hr (right).

4.2.10. Discussion

In conclusion, based on the Standard Model background estimates and their uncertainties,
a 50 observation of low mass SUSY at LM1 (gluino mass 600 GéYjs in principle
achievable with~ 6/pb in events with large missing energy plus multi-jets. It is found that
with ~1.5fb~1 the W/ Z +jets background including the invisible decays of theboson
which constitutes a large irreducible background component can be reliably normalised using
the Z - uu and Z — ee+ multi-jet data candle. With adequate data-based strategies of
controlling and estimating the Standard Model backgrounds and their uncertainties, low mass
SUSY will be discovered with 0.1-1B. Furthermore the global raE"sS measurement
from the calorimeter towers can be calibrated for multi-jet topologies using the tracking and
muons systems and tie— uu + multi-jet candle data sample. This analysis demonstrates
that the ET'sS measurement from the calorimeter towers can be used as such at the startup of
the experiment provided that adequate strategies are in place to discard spurious instrumental
backgrounds. It is also found that an indirect lepton veto makes possitifieahdW/Z+jets
background rejection, without compromising the inclusive nature of the search. In anticipation
of data, there is no accurate way of accurately predicting the contribution of the QCD
background tails; although the full matrix element Monte Carlo predictions (suchrasn)
are to date far more complete, the experiment has in place proper prescaled QCD triggers in
order to estimate this background component using directly the data.

Finally the comparison of the signal, total background estimated and its components for
the EISS Hr, Njet andMett = Eq(1) + E7(2) + E(s) + E7(a) + EMSSare shown in Figurd.18.
It is to be underlined that the slopes of the tails of the missing endfgy,and Mcs+
distributions are very similar between the Standard Model background and the low mass
SUSY signal.
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Figure 4.20. HM1 signal and Standard Model background distributions (Eftior EIsS (left)
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Applying the analysis in the high mass SUSY test point HM1 (with parameters
Mo = 180 GeV/é, My, = 850 GeV/é, Ay =0, 1 > 0 and tang= 10) wherem(g) ~ 1890
GeV/&, m(§) ~ 1700 GeV/¢ the signal efficiency is 28%. Th&J"sS and Hy distributions
comparison between the HM1 SUSY signal and Standard Model backgrounds are shown
in Figure 4.20. To perform a SUSY reach scan over the mSUGRA parameter space the
optimised analysis requirements for high mass SUSY are used EWH?>600 GeV and
Ht >1500 GeV (cf. sectiod3.5).
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Chapter 5. Physics Studies with TracksB mesons, and taus
5.1. Benchmark Channels: study of the dec®; — J/v¥¢
5.1.1. Introduction

The decayB? — J/y¢ — u*u~K*K~ is of particular interest, since it allows to study
many properties of theB? system, such as the differences between the widths and the
masses of the two weak eigenstatBf, and BL. Contrary to theB® system, the difference
between the widthaT's of the two weak eigenstates is expected to be large, with a relative
difference ATs/T's predicted to be in the order of 10% in the Standard Model. The first
measurement from CDF (AJTs = (6553 +1)% [128]) and the new preliminary result
from D@(ATs/Ts = (15+10%3)% [129]) have discrepancies between the two measured
values themselves and with the Standard Model prediction. It is only very recently that a
first measurement of the mass differensens, has been performed at CDF. Time-integrated
measurements are not possible, as the time-integrated mixing probgbikgturates at

a value of 0.5 for large mass differences, and in time-dependent measurements, the high
mass difference generates very rapid oscillations. As inBhsystem the raticAms/ATs
depends on the ratid/cyVes| /| Vi Vis|, Which is quite well known, and on QCD corrections,

a measurement afI's would therefore yield an independent measurememtrof. With the
measurement already performed in Bfesystem, the ratio between the mixing parameters of
the B® and B could provide a measurement of the ratigs|/|Vig.

Furthermore, this decay provides one of the best ways to determine the height of the
Unitarity Triangle,n in the Wolfenstein parametrisation. At first order of the Wolfenstein
parametrisation, the CP-violating weak phase v = [arg(V;Vep) — arg(ViiVip)], measured
in the rate asymmetry, cancels, and higher order terms have to be taken, yielding a weak phase
dckm = 2A%n. The weak phase is therefore expected to be very small, of the order of 0.03. The
measurement of a significantly larger phase would indicate contributions from non-Standard
Model processes.

Because of the relative orbital angular momentum between the decay produdtsyihe
final state is an admixture of CP-even and CP-odd states, and the total rate asymmetry suffers
from a partial cancellation. As the CP-even and CP-odd components have different angular
dependences, an analysis of the angular correlation of the decay will allow to separate the two
states, thereby permitting to access the different parameters.

With a total B production cross section afs = 14 TeV expected to be as high as 500,

a substantial number of fully reconstruct®d candidates can be expected. Nevertheless,

a high background has to be dealt with. The main sources of backgrounds identified are
those containing al/y decaying to two muons susceptible to satisfy the Level-1 trigger
requirements.

The decayBl — J/y¢ is chosen as a benchmark channel since it is representative of
exclusive B physics studies. It allows to study the capability of CMS to identify, select
and fully reconstruct the decay of tie?, which presents a significant challenge due to its
relatively low momentum and high background. In addition, the measurement of the width
difference AT's on a sample of untaggeB? — J/v¥¢ — n*u~K*K~ candidates using a
maximum likelihood fit of the time dependent angular distribution can be attempted. An
example of a pp> Bs + X event withBs — Jy¢ is shown in colour plat€P7.

5.1.2. Event generation

In addition to the signal itself, the main backgrounds identified have been simulated with
low luminosity pile-up (£=2 x 1033 cm~2s™1). Kinematic requirements were applied in
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orderto ensure that a significant fraction of the generated events would fulfil the Level-1
trigger requirements and that the final state particles are within the acceptance of the tracker
(Inl < 2.5). The transverse momentum of the muons is thus required to be above 3 GeV/c for
muons in the barrel (< 1.2) and 2 GeV/c elsewhere. For the signal, the momenta of the
kaons are required to be above 0.8 GeV/c.

For the samples composed of events with decay® badronspb pairs were generated
with pyTHIA 6.215. The MSEL =1 card was used in order to correctly reproduce the three
different contributions to the total cross section (parton fusion, flavour excitation, and gluon
splitting). The fragmentation of tHequark is performed byytaia and the subsequent decay
of the B hadron is performed using tlsemus generator 130], a dedicated physics event
generator. The decaB? — J/v¥¢ has to be performed witkimus, sincepyrria does not
take into account the angular distributions of the final decay products.

One of theb quarks in the event is forced to hadronise t@&or B meson and to
decay through the complete decay chain. With the kinematic requirements, using the world-
average branching ratios for the decays of BJe J/v and¢ mesons [54], the cross section
is predicted to ber (B — J/¥¢ — utpu~K*K ™) =744 27 pb.

The inclusive decays dB hadrons to final states with &/ resonance are expected to
be the most important background for the measurement. These were simulateevusing
since no detailed simulation of angular distributions of the final decay products is needed.
In order to increase the number of events similar to the signal events, a pair of oppositely
charged particles witlpr > 0.5 GeV/c andn| < 2.5 forming a fakep candidate is required
in a region(]An| < 1.5,|A¢| < 1.5) around theJ /v direction and with an invariant mass
within 30 MeV/¢ of the world-average mass. In addition, this fakg candidate is required
to form a fakeB? candidate with an invariant mass within 300 MeVY f the world-average
B2 mass. The cross section, including the kinematic requirements and branching-fractions, is
estimated to be (b — J/y X)=3.20+ 0.3 nb.

Furthermore, a sample &° — J/y K™ — u*u~ K*x~ events were simulated, since
this final state can be misidentified asBd — J/v¥¢ decay. In addition, this decay has a
similar differential decay rate [131,132] to the studfidecay. TheB° decay is simulated

with stMmuB, where one of the quarks in the event is forced to hadronise 8%or B® meson,

and to decay through the complete decay chain. With the kinematic requirements, and using
the world-average branching ratios, the cross section is predictedstoBfe— J /¢ K0 —

wru” K*r™) =366+ 22 ph.

The uncertainties quoted on the estimates above do not include the uncertainties on
the totalbb cross section at LHC energies, thefragmentation functions, the transverse
momentum distribution ob quarks, and the uncertainties introduced by using the model
of b— J/¥ X decays inpytaIA. HOwever, since both the signal and background are
proportional to the sambb cross section, the signal-to-background ratio is unaffected by
the corresponding uncertainty. The parameters used in the simulationB§ theJ /v ¢ and
B — J/¥K*? decays are given in Tab1.

The direct production ofl/¢» mesons is an important background at trigger level.
Measurements at the Tevatron [133] have shown that predictions of the colour-singlet
model, which is presently the one implemented in threnia generator, underestimate
the measurements by several orders of magnitude. Perturbative QCD is used in
this model to generatec pairs, which then hadronise to a charmonium state in a
non-perturbative way.

The observed discrepancy has led to a different approach [134], which has been
implemented in a modified version eftHia 6.225, tuned on Tevatron data. ¢& pair is
first formed taking into account all perturbative QCD diagrams, regardless of the final colour
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Table 5.1.Values used for the mixing parameters, decay amplitudes, strong and weak phases in
the simulation of theB? — J/y/¢ andB° — J/yK*® Monte Carlo sample.

Parameter BY — J/v¢ B0 — J/yK*0
=1, 1.405x 107125 1.528x 1012
AT/T -0.2 0

Am 17.8ps?t 0.509 ps?
[Ao(0)2/ T 0.570 0.570
|A(O)2/T 0.217 0.217

AL (0)?/T 0.213 0.213

81 T T

82 0 0

¢ —0.04 0

state.The cC state is then transformed into a colour-singlet by non-perturbative processes,
such as the emission of a soft gluon.

This version oferyTHIA has been used to simulate a samplelJgf, decaying to two
muons for background studies. Thgy production cross section is calculated to be 141ub.
Taking thel /v — u* ™ branching ratio and the kinematic requirements into account, a cross
section of 310t 5 nb is expected. Only the statistical uncertainty is quoted and used; the large
uncertainties on the total cross section fry production and on ther distribution are
not included.

5.1.3. Trigger selection

5.1.3.1. The Level-1 Trigger.The B decay chain is selected at Level-1 by the dimuon
trigger stream. At low luminosity it is foreseen [A6]use an identical threshold of 3 GeV/c on

the transverse momentum of each muon, still keeping a low bandwidth occupancy of 0.9 kHz.
Such a lowpr threshold ensures a very high selection efficiency on this channel, with a rate
low-enough to allow the use of lower quality muon candidates in the endcap region, recovering
full geometrical acceptance of the muon detector ufytc< 2.4. For this decay, two of the
identified muons are required to have opposite charge.

5.1.3.2. The High-Level Trigger.In the HLT, the signal events are identified by doing a full
reconstruction of theB? decay, imposing invariant mass and vertex constraints. Indeed, at
this stage, tracks can be reconstructed in the tracker in restfigiéd regions via a partial
reconstruction algorithm, where only the first 5 hits are used [7, Section 6.4.3.2]. To define
the tracking regions, the primary (interaction) vertex is first identified and reconstructed using
only hits in the Pixel detector, with the “Divisive Method” described in reference [135]. Since
the primary vertex obb events involves low momentum tracks, the three vertex candidates
with the highest sum of the? of the tracks, which is the default selection criterion, have to
be retained in order to achieve a good efficiency.

For the muons, the tracking regions are chosen around the direction of the muons
identified at Level-1. Since no link to the muon detectors can be done at this stage, all track
pairs of opposite charge for which the invariant mass is within 150 M&\éfc¢he world-
averagel/y mass are retained. The resolution on the invariant mass al tflemeson is
found to be 51 MeV/& In addition, thepr of each muon is required to be above 2.5GeV/c
in |n| <1.2 or 2GeV/c in|n| > 1.2, and thepr of the J/¢ candidate above 4 Gg¥. To
remove the prompd /v background, the two muon candidates are then fitted to a common
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Figure 5.1. Four-track invariant mass distribution after the HLT (left) and offline (right)
requirements. The right distribution includes only combinatorial background and the left
distribution the expected inclusite— J/v X andB® — J /v K*0 background.

decay vertex. Theg? of the fit is required to be below 10 and the significance of the transverse
decay length is required to be above 3. Furthermore, the transverse momentuml] ¢fithe
candidate is required to be nearly parallel to its flight path in the transverse plane, since the
J/y mesons produced in the decaysRf mesons are collimated around the direction of
the B? meson by the relativistic boost. The cosine of the angle between the reconstructed
momentum vector and the vector pointing from the production to the decay vertex is thus
required to be larger than 0.9.

To reconstruct the kaons, a tracking region is chosen around the direction of gach
candidate. Assigning the kaon mass to the reconstructed tracks, all oppositely charged track
pairs for which the invariant mass is within 20 Me\/af the world-average mass of tie
meson are retained, for a resolution on the invariant mass op timeson of 4.5 MeV/&

The pr of each of the kaon tracks is required to be above 0.7 GeV/c,pthef the ¢
candidate above 1 GeV/c and tpe of the B? candidate above 5 GeV/c. With the two muon
candidates, the four-track invariant mass is required to be within 200 Medf ihe world-
average mass of tHg2 meson. The resolution on the invariant mass of@fleneson is found

to be 65MeV/é. Here as well, a vertex fit of the four tracks is performed, imposing similar
requirements as above.

The distribution of the invariant mass of the candidates after the HLT requirements
is shown in Figures.1 (left). The efficiencies for the different criteria, which include the
respective reconstruction efficiencies, are given in Tab2for the signal and the different
background samples, together with the estimated rate. The total rate for this selection is well
below 1 Hz, and a yield of approximately 456 000 signal events can be expected withift 30 fb
of data.

5.1.4. Offline selection and reconstruction

The first step in the offline selection is similar to the HLT selection, with the difference
that the complete information from the detector is available. Candidates are reconstructed
by combining two muons of opposite charge with two further tracks of opposite charge.
As CMS does not possess a particle identification system suitable for this measurement, all
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Table 5.2.Trigger selection efficiencies for the signal and background (defined with respect to the
number of generated events) after each requirement, and estimated HLT rate.

Requirement Signal Background

BY — J/y¢ Inclusiveb— J/yX B®— J/yK*®  Promptd/y

Level-1 45.76(6)% 38.25(13)% 46.91(13)%  36.91(12)%
HLT-J/y selection  28.69(7)% 21.91(11)% 30.28(12)% 0.65(2)%
HLT-¢ selection 20.50(6)% 1.23(3)% GL(26)%  0.0007(7)%
HLT rate (Hz) 0.03034(8) 0.0792(18) 0.0077(2) 0.002(2)

measuredracks have to be considered as possible kaon candidates, which adds a substantial
combinatorial background. At this stage, only loose requirements are applied, which are
tightened after a kinematic fit.

First, all muons in the event are reconstructed using the global muon reconstruction
algorithm [7, Section 9.1.3]. This algorithm is not fully efficient for Igw- muons from
J/y decays, being more suited to the reconstruction of higimuons. Therefore, all tracks
are reconstructed with the standard track reconstruction algorithi@€@tion 6.5]. Track-
pairs of opposite charge for which the invariant mass is within 120 Mé&W¥fdhe world-
averagel/y mass are retained asJdy candidate. Ther of each muon is required to be
above 3GeV/cinn| < 1.2 or 2GeV/c inn| > 1.2, and thepy of the J/y candidate above
4 GeV/c. The muon identification algorithm which uses information from the muon detector
[7, Section 9.2.1.2], is applied to both tracks forming fhes candidate. AJ/y candidate is
confirmed if both tracks share more than half of their hits in the silicon tracker with the muon
tracks reconstructed by the global muon reconstructor, or if their compatibility score returned
by the muon identification algorithm is greater than 0.1.

To reconstruct the meson, all tracks reconstructed with the standard track reconstruction
algorithm are used. Requiring th@- of each track to be above 0.8 GeV/c and assigning a
kaon mass to the thus reconstructed tracks, all oppositely charged track pairs for which the
invariant mass is within 20 MeV foof the world-average mass of tiemeson are retained.

The pr of the ¢ candidate is required to be above 1 GeV/c, andghef the B candidate
above 5GeVYec.

A kinematic fit [136] is then made, where the four tracks are constrained to come from
a common vertex and the invariant mass of the two muons is constrained to be equal to the
mass of thel /yr. Since the natural width of thig meson is of the same order as the resolution
due to the reconstruction, no mass constraint is applied to the two kaon tracks. With this fit,
a resolution on the invariant mass of tB& meson of 14 MeV/¢is found. The confidence
level of the fit is required to be greater thas 1,02 (seven degrees of freedom). The invariant
mass of the two kaons is required to be within 8 Me¥/pf the world-average mass of the
¢ meson. Finally, the cosine of the angle between the reconstructed momentum vector of the
B? candidate and the vector pointing from the production to the decay vertex is required to
be larger than 0.95. The distribution of the invariant mass of the candidates after all selection
requirements is shown in Figugel (right).

The primary vertex is not used at this stage, since the efficiency of the standard primary
vertex finder [7, Section 6.6.4], which uses all fully reconstructed tracks, is 92%, and drops
to 83% if the vertex is required to be within 50@n from the simulated vertex. In order
to prevent this unnecessary loss of efficiency, no use is made of the primary vertex, and all
guantities of interest are evaluated in the transverse plane.
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Table 5.3.0ffline selection efficiencies for the signal and background (defined with respect to the
number of generated events) after each requirement.

Requirement Signal Background
B — J/yé b— J/¥X BY — J/y K™ PromptJ /vy

HLT selection 20.50(6) % 1.23(3) % 0.937(14)% 0.0007(7) %
Reconstruction + Basipr req. 18.15(5) % 0.63(2) % 0.675(12) % 0.0007(7) %
Muon Identification 17.89(5) % 0.585(19) % 0.636(11) % 0.0007(7) %
Kinematic fit x 2 req. 16.58(5) % 0.282(14) % 0.503(10) % 0.0007(7) %
Pointing constraint 16.48(5) % 0.258(13) % 0.497(10) % -

¢ mass req. 14.65(5) % 0.113(13) % 0.202(10) % -

Table 5.4.Expected cross sections for the signal and background, after each requirement, with
number of expected events.

Signal Background

B — J/yé Inclusiveb — J/y X BY — J/y K™ PromptJy
o x BR 2.87+1.07nb 682+ 64 nb 20.4+1.7nb 14ub
Kin. preselection 74 27pb 320+0.3nb 366+ 22 pb 176+ 2nb
Level-1 34+12pb 122+0.11nb 172+ 10pb 65+ 1nb
HLT 15.2+5.5pb 39.4+3.8pb 3.52+0.21pb 1.2:1.2pb
Offline 10.94+4.0pb 3.62:0.54pb 0.74+0.06 pb -
Events per 30f! 327 000 108 500 22200 -

With this selection, a yield of approximately 327 000 signal events can be expected within
30fb~?! of data, with a background of 108 500 events. The efficiencies for the different criteria,
which include the respective reconstruction efficiencies, are given in Babfer the signal
and the different background samples, and the expected cross sections are given5Table
These do not include a requirement on the four-track invariant mass of the candidates, since
the sidebands will be used later in the analysis. However, only a small fraction of these events
are directly under th@&? peak, and even a simple cut will reduce the number of background
events by a significant factor.

5.1.5. The maximum likelihood analysis

The final state of the decay of a pseudo-sc&laneson into two vector mesoris— ViV,
is an admixture of CP-even and CP-odd states [131,132,137]. The CP-odd states correspond
to transitions in which the relative orbital momentwmbetween the two vector mesons is
1 and the CP-even states to transitions in whicls either O or 2. The amplitude of the
decay can be decomposed in three independent decay amplitudes which correspond to the
linear polarisation states of the two mesons. The figt,describes states in which the linear
polarisation vectors are longitudinal and is CP-even. The other two describe states in which
the linear polarisation vectors are transverse, either paréijel-(CP-even) or perpendicular
(AL — CP-o0dd) to each other.

The differential decay rate can be written as:

d*I'(Bs(1))

6
od = f(©.a.)=>" O 1) G (®), (5.1)

i=1
whereQ; are the kinematics-independent observablesgatite angular distributions. The set
of physical parameters are representedrtand the angles which define the kinematics are
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genericallydenoted®. The time evolution of the different observables is given by bilinear
combinations of the polarisation amplitudégy(t)?, |Aj(1)[% AL, I(ATDALD)),
R(ASM A (1)) and I(A§(t) AL (1)). These are functions of the widths of the two light and
heavy eigenstated;, and 'y, the weak phaseéckm, the magnitudes of the amplitudes
at t =0(Ap(0), A;(0) and A, (0)) which describe all hadronisation effects, and, for a
flavour-tagged sample, the mass differenems = my —m_. Since the overall phase of
the polarisation states is not observable, two strong phases are defifiest agy|A;* A, |
andé; = arg|AjAL|. These are CP conserving, and are expected to be O {mod the
absence of final-state interactions. Assum8ig(3) flavour-symmetry, the magnitudes and
the two strong phases are equal for the de®@fy/s> J/v ¢ andB® — J /¥ K*® in unmixed
samples. The measurement of these parameters is of interest to study and improve the
phenomenological models used to calculate all hadronic effects.

In such decays, the kinematics are uniquely defined by a set of three angles. The

transversity base is used in this analysis, in which the set of variabes-igcoss, ¢, cosp).
In this base(8, ¢) are the polar and azimuthal angles of the momentum ofithia the J /v
rest frame. This coordinate system is defined such thag theves in the positive direction
and thez axis is perpendicular to the decay plane of the detay K*K~. The angley is
defined in the rest frame of thieas the negative cosine of the angle betweerkthelirection
and theJ /v direction.

In order to measure the values of the different parameters, an unbinned maximum
likelihood fit is performed on the observed time evolution of the angular distribution. In
the absence of background and without distortion, the p.d.f. describing the data would be the
original differential decay raté (®, «, t) (Equation (5.1)). The distortion of this distribution
by the detector acceptance, trigger efficiency and the different selection criteria is taken into
account by an efficiency tergtt, ®). In addition, a term describing the background has to be
added.

It is assumed that the efficiency can be factorised in two functions, the first modelling
the effects of the decay length requirements and the second the distortion of the
angular distribution,

€t, ®) =e(t) - €(®). (5.2)

The angular efficiency is described by an expansion of products of spherical
harmonics [138]:

€©) =" Tiru YLrm(©), (5.3)
LRM
with Y rm(®) = V27 - Ym0, 9) - Yrm(¥, 0), (5.4)

where)| rm are orthonormal basis functions avidy, Yrm are spherical harmonic functions.

In principle, L and R run from O to infinity and the sum ove from —min(L; R) to
+min(L; R), but it has been found that the expansion can be limitdd R < 8. These€)| ru
functions describe the partial waves involved in a scatavector decay [139]. The moments
of the efficiency are determined from a Monte Carlo simulation with full detector simulation:

TERMZ/G(("D)'yiRM(@)d@ (5.5)
1 Nobs 1
Ngen; TionVirm(©). (5.6)

where f (©) is the expected time-integrated angular distribution (Equation (5.1)).
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The time-dependent efficiency describes mainly the effects of the requirements on the
proper decay length distribution. After the initial turn-on and a stable plateau, a deficit of
events can be observed. Initial studies attribute this decrease in efficiency to the restrictions
imposed on the seeds by the tracking regions in the HLT, which cause an additional track
reconstruction inefficiency for displaced tracks such as those originatingBrdecays. The
tolerance on the transverse and the longitudinal direction imposed on the tracking regions in
the HLT results in an implicit cut on the impact parameters. Further studies are needed to find
solutions to alleviate this inefficiency. Without corrections, the main effect of this inefficiency
would be to lower the estimated lifetime of the longer-lived eigendtdte

The different features in this distribution cannot easily be described by a simple
function. Two sigmoidal functions combined with a quadratic function are used to describe
the efficiency:

c. anh( =l <
) <1+t h(t to)) t<to
€W = (a.t2+b.t+§)tl. (1+tanh(%)) t>to. 7

The parameters are found by fitting this function to the distribution obtained by the
full Monte Carlo simulation.

The best way to gauge our ability to account for all effects and our capacity to
correct them through this time-dependent efficiency curve is by comparing the proper time
distributions foreseen by the simulation and observed in the data for the difi@maesons.

The first obvious choice is again the decBf — J/¥K*0, which is very similar to the
studiedB decay, and for which the lifetime has been measured with a high precision. Any
discrepancy between the efficiency determined by Monte Carlo and the data will be reflected
in a mismeasurement of tHg° lifetime. Further studies would be needed to determine the
sensitivity of the efficiency on the lifetime of the selectBdmeson. It is dubious whether

the number oB? events recovered in other trigger streams such as the dimuon stream, which
has no decay length requirement, would be enough to estimate the time-dependent efficiency.

The background can be divided in two different types of distributions. The first type arises
from misidentifiedB® — J/¢K*® — u*u~K*z~ events, which has a similar differential
decay rate [131132] to the decay of interest. The width difference of the two eigenstates
of the B? are assumed to be negligible, and no CP violation is present since the final state
is flavour specific. To describe this background in the dataset, it is not possible to use its
time dependent angular distribution, which is in principle well known, since all variables
are mismeasured because of the misidentification ofrthi@ addition, the distortion of the
distribution due to the various requirements is much more severe than in the caseBgf the
Indeed, due to its lower mass, the momentum ofsthia the laboratory frame is lower than
that of the correspondin§ when ther is emitted in the direction opposite to the momentum
of the K*0.

The same set of function¥ rm(®) (Equation (5.4)) is used to model the angular
distribution f4(®) of this background, with the moments computed in the following way:

1
NN 2o iru(©0) (5.9)
Nb; LRM

Hereas well, the expansion is done uplto R < 8. The functions are obtained by a Monte
Carlo simulation and can be cross-checked by a fully reconstructed sample of well-identified
B® — J/v K*? decays misreconstructed BS candidates.



1130 CMS Collaboration

The time dependence of this background is modelled as a single exponential decay,
again with a time-dependent efficiency. The lifetimeis left as a free parameter, since the
mismeasurement of the proper decay length precludes using the well-measured lifetime of
the BO.

The other sources of background are assumed to have no angular dependence. The
distribution of their proper decay time is modelled by two exponential decays, the first
describing the short-lived prompt background and the second misidentified long-lived
heavy-flavour hadrons.

A better separation of the signal and background is obtained by using the events in a
wider invariant mass region between 5.219 and 5.559 G&\gied including in the fit the
distribution of the invariant mass of the candidates. The distribution oBtheandidates
is modelled by a GaussiaBs(m; mg, o5), wheremg is the mass of theBg meson ancbs
the variance due to the reconstruction. The distribution of the misidenffee> J/y K *©
decays can reasonably well be modelled in the chosen region by a GaGgsanmyg, oq).
Because of the misidentification of the piang will not correspond to the true mass of the
B® meson, and will be left as a free parameter in the fit. The other sources of background are
assumed to have a flat mass distribution and will be modelled by a linear fuhation

The total p.d.f. to be fit is thus given by

P = (l_ bd - bC) 'E(t’ ®) : f(®’ ayt) : GS(mv ms, OS)

1
+by - fg(©)-€(t) - Ze_t/r" - Gg(m; Mg, og)

+be-e(t) - <ie‘t/’65+ ie‘t/’C') -L(m), (5.10)
Tl Tdl
where by, respectivelyb., are the fraction of misidentified®® background, respectively
combinatorial background, in the sample. These parameters are left free in the fit. The
resolution of the proper decay length is taken into account by convolving the p.d.f. with
a Gaussian resolution function. The standard deviation of the Gaussian is taken as the
uncertainty of each candidate’s proper decay length measurement multiplied by a scale factor,
which is left free in the fit. Since the uncertainties of the measured angles are found to be
small, these are not taken into account in the fit. A contribution is added to the systematic
uncertainty to reflect this omission.

5.1.6. Result

Due to the high production cross sections of the identified backgrounds, only limited samples
could be generated and analysed, which do not permit to have a final dataset with the foreseen
signal-to-background ratio. Indeed, the signal sample corresponds to an integrated luminosity
of 6.8 b1, while the inclusive background corresponds to an integrated luminosity of barely
48 pb L. The situation is somewhat better for the de@Ry— J/y K*©, for which the sample
corresponds to an integrated luminosity of 1.3%b

First, a fit was performed on the complete set of selected and assoB&tahdidates
only, using the efficiency functions determined in the previous section. The relative width
difference AT's/T's can be determined with an uncertainty of 0.016 (Tablg), but no
sensitivity on the weak phase and the strong phases is obtained.

Then, a sample corresponding to an integrated luminosity of IX3$xonsidered, which
allows to have a realistic ratio &° — J/y K*° and signal events. With the low number of
background events which remain after all selection requirements, an accurate model through
the described p.d.f. is not possible. In addition, the low numbeBbf> J/y K*0 events
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Table 5.5.Results of the maximum likelihood fit for 73813 signal events.

Parameter Input value Result Stat. error Rel. error
| Ag(0)[2 0.57 0.57398 0.00267 0.4%
|A(0)2 0.217 0.21808 0.00473 2.1%
[AL(0)]2 0.213 0.20794 0.00396 1.9%

s 0.712ps? 0.712358ps!  0.00350643ps.  0.5%

ATs 0.142ps? 0.134645ps!  0.0108247 pst 8.0%
ATs/Ts 0.2 0.189013 0.0157993 8.4%

81 b4 2.94405 0.632682

82 0 —0.109493 0.639713

dcKM —0.04 —0.0297427 0.0758856

Table 5.6. Results of the maximum likelihood fit for an integrated luminosity of 1:3'tb

(signal only).

Parameter Input value Result Stat. error Rel. error
| Ao(0) 2 0.57 0.5859 0.0062 1.1%
|A(0)2 0.217 0.2141 0.0078 3.6%
[AL(0)]2 0.213 0.2002 0.0064 3.2%

s 0.712ps? 0.7018ps!  0.0081ps!  1.2%

AT 0.142ps? 0.1470ps!  0.0256 ps? 17.4%
AT's/Ts 0.2 0.2095 0.0371 18.1%

Table 5.7. Results of the maximum likelihood fit for an integrated luminosity of 1:3'fb
(signal and background).

Parameter Inputvalue Result Stat. error Rel. error
|Ag(0)2  0.57 0.5823 0.0061 1.1%
|A(OP 0.217 0.2130 0.0077 3.6%

AL (0)2 0.213 0.2047 0.0065 3.2%

Is 0.712ps! 0.7060ps! 0.0080ps! 1.1%

ATs 0.142ps! 0.1437ps! 0.0255ps! 17.7%
ATs/Ts 0.2 0.2036 0.0374 18.4%

doesnot permit an accurate estimate of either the angular distribution or of its time-dependent
efficiency. As such, the background events are simply added to the dataset and their expected
distribution is not included in the p.d.f. used in the fit. The p.d.f. would thus simply describe
the B distribution:

P=¢t,0) f(O,a,t).

With such a fit in which the invariant mass of the candidates is not taken into account, a
requirement on the invariant mass of the candidates would obviously be made, choosing
a window of+36 MeV/¢ around the world-averagB? mass. This reduces the number of

BC background events by a further 59%, while reducing the number of signal candidates by
2.9%. The results of the fit without background is given in Tahigandwith background

in Table 5.7. With the lower number oB? candidates, the statistical uncertainty of the
measurementis, as expected, markedly worse. As can be seen, the influence of the background
is very small, with only a slight degradation of the width difference. The distribution of the
proper decay length of the selected events with the fit projection is shown in Eigure
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Figure 5.2. Distributions of the proper decay length of the selected signal and background events
with fit projection.

Table 5.8.List of systematic uncertainties with effect on the predictions of the rates.

Source HLT uncert. Offline uncert. Common uncert.
Branching ratioB? 36.4%

Branching ratioB® 6%

Branching ratido — J/¢ X 9%

Tracking inefficiency 2% 2%

Muon reconstruction - 1.4%

Misalignment 17% -

Table 5.9.List of systematic uncertainties with effect on the measurements.

Source | Ag(0)2 | A (0) |AL(0)? Ts ATs/Ts
Bckg. distrib. 0.0034 0.0011 0.0045 0.0043 0.0059
S/B ratio 0.0037 0.0001 0.0024 0.0025 0.0055
Resolution - - - 0.00060 0.0045
Ang. distortion 0.0143 0.0061 0.0082 0.00083 0.0010
ct distortion 0.0016 0.00073 0.0023 0.0221 0.0146
Alignment 0.00012 0.00042 0.00055 0.00040 0.0014
Total 0.0152 0.0063 0.0099 0.0227 0.0173

5.1.7.Systematics and detector effects

The list of systematic uncertainties which were considered are summarised in two tables.
The first, Table5.8, summarises the uncertainties which affect the HLT rate and the number
of foreseen events after all selection requirements. The second, @8 kummarises the
uncertainties which affect the measurement of the various parameters.

¢ Signal and background statisticsAmong the various uncertainties listed in Sectioh.?2,
the largest single source of uncertainty in the estimate of the number of events is obviously
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the poor knowledge of theB? — J/v¢ branching ratio. The uncertainties quoted on the
estimates above do not include the uncertainties on the bbtalross section at LHC
energies, thd — B fragmentation functions, the transverse momentum distribution of

b quarks. However, since both the signal and background are proportional to théisame
cross section, the signal-to-background ratio is unaffected by the corresponding uncertainty.

e Track reconstruction efficiency. A 1% uncertainty per track on the track reconstruction
efficiency is assumed for all tracks.

e Muon reconstruction. The selection relies heavily on the correct identification of muons.

A 1% uncertainty per track on the combined muon identification procedure is assumed.

e Tracker and muon detector misalignment.The study has been conducted with a perfectly
aligned detector. To gauge the sensitivity of the analysis with respect to the alignment
the analysis has been repeated on a detector with the short-term alignment scenario. This
scenario is expected to be representative of the relative misalignment of the detector
components during the initial data taking period [86]. The effects of misalignment of the
tracker on various aspects of track and vertex reconstruction have been extensively studied
and reported in [140141]. The degradation affect both the selection, mostly through the
requirement on the significance of the transverse decay length df/theén the HLT, and
the analysis, through the degradation of the measurement of the proper decay length. The
resolution of the latter is degraded from 2rh for a perfectly aligned detector to 32n
with the short-term alignment. The HLT efficiency is degraded by some 17% with respect
to a perfectly aligned detector.

e Background distributions. To gauge the influence of the background on the fit, the
variation observed between the fits performed on the reduced 1 3ifitaset with and
without these events is added to the systematic uncertainty (“Bckg. distrib.” in the table).
Since the signal-to-background ratio has a significant uncertainty, the fit performed on the
reduced 1.3fb! sample is repeated varying the numberB3fsignal events to match the
uncertainty in the signal-to-background ratio. For this estimate, a different uncertainty for
the B branching fraction has been chosen, since it is believed that it will be measured
again in the current run of the Tevatron. Two main uncertainties plagued the measurement
done at CDF in Run |, the low number of observggi candidates and the uncertainty on
the fragmentation. Based on recent publications, it is estimated that approximately 30 times
moreB? — J/v¢ decays than in Run 1 should already be collected in the current dataset of
1fb~L. The uncertainty of the branching fraction is therefore reduced to 20%. For the other
uncertainties, the numbers listed in Tabl8 are used. The variation observed on the fit is
listed under the heading “S/B ratio.” In a larger dataset, where the full p.d.f5(Ed) is
used, the influence of the uncertainty on the signal-to-background ratio should be much
smaller, since the fractions of background events in the dataset are free parameters in
the fit.

e Distortion of the proper-time distribution (“ct distortion”). Other fits were then
performed where the parameters of the time dependent efficiency function are varied by
one standard deviation. The mean variation of the fitted parameters was added to the
systematic uncertainty. As already mentioned, the deB%y> J/v K*® can be used to
compare the accuracy of this model by comparing the Monte Carlo prediction with the
efficiency function observed in the data.

o Distortion of the angular distributions (“Ang. distortion”). The expansion used to model
the distortion of the angular distributions (Equation (5.3)) is limited.tdR < 8. When
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Table 5.10.Results of the maximum likelihood fit for an integrated luminosity of 1:3tsignal
and background).

Parameter Inputvalue Result Stat. error  Sys. error  Total error Rel. error
[Ao(0)2  0.57 0.5823 0.0061 0.0152 0.0163 2.8%
|A|(O)P 0.217 0.2130 0.0077 0.0063 0.0099 4.6%
|AL(0)? 0.213 0.2047 0.0065 0.0099 0.0118 5.8%

s 0.712ps! 0.7060ps! 0.0080ps! 0.0227ps! 0.0240ps? 3.4%

AT 0.142ps! 0.1437ps! 0.0255ps! 0.0113ps! 0.0279pslps?! 19%

ATs/Ts 0.2 0.2036 0.0374 0.0173 0.0412 20%

limiting the expansion td_, R<6 or L, R< 10, the result of the fit shows negligible
differences. In addition, to account for the possibility that the efficiencies do not factorise
and that the angular efficiency is grossly miscalculated, the fit is also repeated without the
angular efficiency, i.e. without correction of the distortion. While this has little influence on
the estimated lifetimes, a large variation is found for the amplitudes. This variation is used
as systematic uncertainty.

e Resolution on the angular variables (“Resolution”). In order to estimate the influ-
ence of the uncertainties of the angles and the proper decay length on the fit, a fully con-
trolled toy Monte Carlo was used, in which only the proper time and angles were generated
according to the expected p.d.f. and smeared with Gaussian resolution functions. The
default standard deviations are taken to be equal to those measured in the Monte Carlo
with full detector simulation. The simulation was then repeated without smearing and
with a substantial smearing, where the resolution is taken to be two times larger than in
the default simulation. The value of parameters found in both cases were very close to
the values found with the default smearing, and the observed variation is added to the
systematic uncertainty.

5.1.8. Conclusion

The present section describes a study on the selection dBYhe J/v¢ decay and the
measurement of the width differeneel’s in absence of flavour tagging. An example of a
trigger algorithm is presented which would be efficient for this decay and would reject a large
fraction of the background. It is based on the identificatiodd pf and B? candidates with

a displaced decay vertex. Nevertheless, this trigger precludes the selection of other decays of
the B meson, and should certainly evolve as a true precursoBtplaysics trigger. Indeed, the
strategy proposed for the Level-2 would select inclubive J/v decays with high efficiency

and good purity with respect to the prompty, background. Large uncertainties nevertheless
plague the estimates of rates, since large uncertainties remain dngherk and prompt

J/y production cross sections, on their momentum distributions, and orb theB?
fragmentation function.

A first measurement of one of the main parameters of Biesystem, the relative
difference of the widths of the weak eigenstates could be determined with a statistical
uncertainty of 0.011 in a sample corresponding to an integrated luminosity of 10fb
A first measurement undertaken on approximately 1-3fbf data could already yield a
measurement with an uncertainty of 20% (Tahl&0).A natural extension of this study should
be a tagged analysis, for which flavour tagging algorithms need to be developed.
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5.2.Associated production of MSSM heavy neutral Higgs bosdﬁﬂI(A)
with H(A) - 771

5.2.1. Introduction

The observation of a heavy neutral scalar accompanied by b-jets and decaying into two
leptons would be an important sign of a MSSM Higgs sector. In the MSSM the associated
Higgs boson production gg- bbH(A) is dominant at large values of t@n The cross section

of the gg— bbH(A), H(A) — tt process is proportional to t3f.; and will be used in a
global fit together with other relevant measurements to determine the SUSY parameters simu-
[taneously. An example of a pp- H + X event with H— zvtv is shown in colour plat€P8.

This channel is an excellent benchmark for the b- artdgging, jet and missingE
reconstruction. The final state with twojets requires tagging both at Level-1 and High
Level Trigger. Along with reconstruction and tagging issues, a large number of various
Standard Model backgrounds including QCD multi-jet production must be well understood
from the real data to be able to establish a discovery.

5.2.2. Event generation

The signal events were generated byraia using processes the 181 (ggbbH) and
152 (gg— H) for three values of the Higgs boson mass: 200, 500 and 800 GeV)e
backgrounds considered were QCD multi-jet events tfor jj mode), , bb, Drell-Yan
production of Z/y", W+jet, Wt andztbb. All background processes exceptbb were
generated witryTHIA. Thertbb process was generated GympHEP.

In order to reduce CPU time for full detector simulation and event reconstruction
loose pre-selections were applied for some of the backgrounds at the generation level. The
description of the pre-selections for each final state can be found in the following sections.

The cross sections for the associated Higgs boson producties goH(A) and the
branching ratio H(A)~> tt were calculated using FeynHiggs 2.3.2 [142—14i the nj®
scenario withu = 200 GeV/¢€ (see Section1.3.1).

The uncertainty of the measured cross section of thgf (A — r¢ process will include
the uncertainty of the Monte Carlo generation. The verification of the Monte Carlo generation
for the Higgs boson production with the associated b-jets will be done with the real data using
bbZ (Z — ¢¢) events [145].

5.2.3. Level-1 and High Level trigger selections

The rt — jj final state is triggered by Level-1 single or double tau triggers with thresholds
of 93GeV for the single and 66 GeV for the double tau trigger. It is followed by the
double -jet tagging at High Level Trigger. Currently there are two selection strategies
at HLT under consideration [146]. In the first strategy the calorimeter isolation using the
electromagnetic calorimeter is applied to the fitsjet in order to reduce the Level-1
output rate by a factor of 3. The tracker isolation is then applied on both jets using the tracks
reconstructed with the pixel detector only. The second strategy performs tracker isolation right
after the Level-1 trigger decision and uses the full tracker with regional track finding and a
restricted number of hits to reconstruct tracks. In this analysis the first method is exploited.
The tt — puj final state uses the single muon trigger at Level-1 with a threshold of
14 GeV. At the High Level the combined muon-pluget trigger is used with thresholds of
15 GeV for the muon and of 40 GeV for thejet.

41 The code can be obtained frdmttp://www.feynhiggs.de
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Thetrt — ejfinal state uses the Level-1 single electron trigger with a threshold of 23 GeV
together with the combined electron-pluget trigger with thresholds of 14 GeV for the
electron and 52 GeV for the-jet. At High Level again the single electron trigger with a
threshold of 26 GeV and the combined electron-pltjsttrigger with a threshold of 16 GeV
for the electron is used. No threshold is applied fortket candidate.

At High Level Trigger, for both thet — uj and thert — ej final states, the ECAL and
pixel track isolation is applied on thejet candidate similar to what is used in the double
T-jet trigger. For the lepton (e and) the same selections are used as for the single electron
and muon High Level triggers. The lepton angkt are required to stem from the same vertex
found with the pixel detector. Only the tracks from this vertex are used in the tracker isolation.

The search strategy far-jet candidates at High Level Trigger for the combined muon-
plus-z-jet and electron-plus-jet triggers is the following: Two calorimeter jets are always
reconstructed with the regional jet finder in the regions given by the two highdst\el-1
7-jets. For the muon-plus-pet trigger the first (highestHg jet is taken ag-jet candidate. For
the electron-plus—get trigger the requirement of non collinearity of the jet and the HLT elec-
tron candidateAR(e— jet) > 0.3, is checked for each jet, whefeR(e— jet) is the distance
in n-¢ space between the electron and the jet. The first non collinear jet is taken as the
T-jet candidate.

5.2.4. Off-line event selection

The first step in the off-line analysis is thejet identification. The calorimeter jet is
reconstructed in th@-¢ region of the High Level Trigget-jet candidate with the iterative

cone algorithm using a cone size of 0.4. A number of requirements-fet identification

[146] is applied in addition to the tracker isolation which is tighter off-line than at the HLT and
uses the tracks reconstructed with the full tracker. The additiofjet identification criteria
include requirements to have one or three tracks in the signal cone and opposite charge of the
two t-jets for thert — jj mode or the lepton and thejet for thert — ¢j modes and cuts on

the transverse impact parameter and onghef the leading track in the signal cone. Finally

an electron rejection criterion was applied for the jets. Tket tagging reduces the QCD
multi-jet (including tb) and the W+jet backgrounds.

The associatedidH (A) production dominates at high values of grthus it is natural to
apply b-jet tagging which must suppress Drell-Yanproduction and eliminate further the
QCD multi-jet and the W+jet backgrounds. Since the b-jets in the signal are very saft in E
and have flat distribution in pseudorapidity only single b tagging is applied. Furthermore, it
is possible to veto events with additional jets to redddeatkground. The-jets found in
the first step are not considered for b tagging. Meet candidates are reconstructed with the
iterative cone algorithm using a cone size of 0.5.

The energy of the-jet is corrected with a dedicated calibration obtained from Monte-
Carlo sample of singler-jets at low luminosity. The energy of other jets in the event
is corrected applying Monte Carlo calibration evaluated from the QCD multi-jet events at
low luminosity.

5.2.5. Method of the Higgs boson mass reconstruction

Despite the escaping neutrinos, the Higgs boson mass can be reconstructed i-the H
channels from the visible momenta (leptons or-jets) and the missing transverse energy
(EMs9) with the collinearity approximation for the neutrinos from highly boostéd The
mass resolution depends on the angle between the visible momenta as 1/sin(A¢gand

is sensitive to the s measurement, both in magnitude and particularly in direction. The
measurement of ESis affected by the non-linear calorimeter response. A method to improve
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the ElsS scale based on the jet energy corrections was used 447, The correction of the
missing & scale improves the reconstruction efficiency by reducing the number of events
with negative reconstructedlepton and neutrino energies. In particular, for the case of the
7 — |j final state the efficiency is improved by factor of1.6. Thert mass reconstruction
method will be verified with the real data usingZrr — e(u)+jetand Z— 17 —> e+u
channels [145149].

5.2.6.H — 7 — 2jetanalysis
A detailed description of the analysis can be found in [150].

5.2.6.1. Event generation and pre-selection¥he t, Drell-Yan production of Z/§, W+jet
and Wt backgrounds were generated wittraia, forcing W— tv and Z/y* — tt decays.
Thetauora package was used farlepton decays into all possible decay modes.

The Z/y* generation was split into three bins of generated-ldpton mass m:
80-130 GeV/¢, 130-300 GeV/t and >300GeV/c®. The trhb generation was divided
into two bins of generated dilepton mass m: 60—100 GeV/& and >100 GeV/é. The
rrbb background, generated witiompPHEP, was propagated teytmia for showering,
hadronisation and lepton decays into all possible modes.

The W +jet background was generated usinguia processes 16 and 31 and with
pr > 65/GeV/c. The QCD multi-jet background generation was done for four birfg:in
50-80, 80-120, 120-170 andL70 GeV/c.

The loose pre-selections at the level of generation were applied for all backgrounds
(exceptzrbb): the event was required to have at least twelike” jets. The jets were
reconstructed with theytuia PYCELL routine using a cone size of 0.5. A jet is selected
as “r-like” if it has EYC > 50 GeV,|nM¢| < 2.4 and a transverse momentum of the leading
stable charged particle in the je¥/9> 30 GeV/c. These cuts are looser than the ones applied
at the trigger and off-line-jet selections. For Z/’background no cut was applied of{p

For the signal events the Higgs boson was forced to decay intortwaptons and
the 7 lepton was decayed hadronically usinguora. No pre-selections were applied for
the signal events.

5.2.6.2. Event selections.The calorimeter-jet jet candidates are reconstructed in the

regions of the High Level Trigger-jet candidates, thus no “volunteers” are searched for. This

is motivated by the high (2100%) purity of the HLTz-jet candidates (fraction of truejets
matched withr-jet candidates).
A cut on the uncalibrated transverse jet energy for each of thettjed candidates

was required. It was £> 50 GeV for My = 200 GeV/@é. For higher Higgs boson masses

asymmetrical cuts were used: 100, 50 GeV fog M500GeV/é and 150, 50 GeV for

Ma = 800 GeV/2. It allows more effective rejection of the QCD multi-jet background. The

following z-jet identification criteria were then used:

e tracker isolation with parameters,R= 0.1, Rs =0.04, R = 0.5, pr =1GeV/c;

e transverse momentum of the leading tracl5 GeV/c;

e one or three tracks in the signal cong for Ma = 200 GeV/c?. For higher Higgs boson
masses an effective background rejection is only possible by requiring only one track in the
signal cone.

Finally, the twot-jet candidates were required to have opposite charge. The charge was
calculated as the sum of charges of the tracks in the signal cone.
After identification of twozt-jets the other jets in the event were considered. It was

required to have only one additional jet with uncalibrated enefy £ 20 GeV andn| < 2.4.

It had to be tagged as b-jet. The b-jet identification was performed using the impact parameter



1138 CMS Collaboration

Table 5.11.The summary table of the selections for signals af #4200, 500 and 800 GeV#c

ma = 200 GeV/¢é ma = 500 GeV/¢é ma = 800 GeV/¢&
tang =20 tang =30 tang = 40
Cross sections and branching ratios
a(gg — bb(A+H)) (fb) 45795 + 44888 2741 +2744 677+677
BR(H/A — t7) 0.1 0.082 0.087
BR(r — hadrons3 0.65x 0.65
o x BR (fb) 3831 190 49.8
Experimental selection efficiencies
Level-1 Trigger 0.506 0.854 0.896
HLT 0.289 0.319 0.314
two off-line caloz jets 0.997 0.999 0.999
cutson i 7 jets 0.430 0.755 0.780
two off-line ¢ candidates 0.674 0.716 0.675
pl > 35GeV/c 0.326 0.616 0.713
tracker isolation 0.859 0.950 0.954
Niracksin signal cone 0.81 0.67 0.78
Qr1x Qr2=— 0.98 0.94 0.94
> 1 extra jet, 0.21 0.27 0.31
EW > 20GeV,|n| < 2.4
only 1 extra jet, 0.83 0.82 0.78

Ef" > 20GeV,|n| <24
M; . reconstruction efficiency

E;1:2>0 0.93 0.93 0.92

E,102>0 0.56 0.67 0.67

total mass reconstruction 0.52 0.62 0.62

b tagging of the extra jet 0.36 0.44 0.41

M ;;mass window 150-300 GeV/¢ 400-700GeV/2 600-1100 GeV /&
mass window efficiency 0.81 0.73 0.81

total efficiency 25%x107* 24%x10°3 3.6x10°3

o after selections (fb) 0.96 0.46 0.19

number of events for 60 fi 58.0 27.0 11.0

taggingin 3D space [151]. The jet had to have at least three tracks with an impact parameter
significance>2. The purity of the b-tagged jet for the signal is very higl9g96).

The dit-jet mass reconstruction efficiency is affected by the requirements to have a
positive reconstructed energy of both neutrindg;"E> 0. In the missing E corrections jets
with raw energy E" > 25 were used.

5.2.6.3. Expected number of selected eventhis section summarises the event selections,
the corresponding cross sections and expected number of events for the signal and the
background processes after the selections. The efficiency of all selections shown in the tables
of this section was evaluated relative to the previous selection.

Signal. Table 5.11 summarises the expectations for a signal of #4200, 500 and
800 GeV/&. The signal cross sections and the branching ratios were obtained foiftfe m
scenario withu = 200 GeV/¢é (see Section1.3.1).

QCD multi-jet background. Despite the huge amount of generated events (more than one

million) and generation pre-selections, the statistics of the QCD multi-jet background events
is not enough to ensure a large number of Monte Carlo events passing all the selections. In
order to decrease the statistical uncertainties a factorisation of the selections was applied. All
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Table 5.12.The summary table of the selections for the QCD multi-jet background. The selections
are factorised as explained in the text. The requirement to have opposite chHatgmndidates
(Q1 x Q2 = —1)is not included.

QCD dijet background in bins of generatggd

>170GeV/c 120-170GeV/c 80-120GeV/c 50-80GeV/c

o (fh) 1.33x 10° 5.03x 108 2.94x 10° 2.08x 10

Ekine pres. 212x 1071 4.19x 1072 5.77x 1073 2.44x 1074

Groupl cuts: Level-1 trigger + L2 and offline calo reco + E cut

Level-1 trigger 0.562 0.726 0.715 0.461

Two Level 2 calo jets witlAR; 3> 1.0 0.927 0.959 0.982 0.987

two off-line calor jets 0.975 0.975 0.982 0.994

cutson k 7 jets 0.753 0.804 0.774 0.343

£Groupl 0.383 0.547 0.534 0.155

Group? cuts: t-jet identification at HLT and off-line

HLT Calo+Pxlt trigger 7.15%x 104 1.81x 1073 4.44x10°3 1.12x 1072

Two off-line r candidates 0.86 0.84 0.825 0.84

p'}r > 35GeV/c 0.47 0.41 0.42 0.38

Tracker isolation 0.24 0.21 0.25 0.35
Factorised inside group 2

1 or 3 prongs in 1%t jet 0.66 0.92 0.63 0.72

1 or 3 prongs in2"¢ jet 0.48 0.54 0.65 0.72

£Group2/ €Groupl 2.30x 10°° 6.33x 10°° 1.63x 10~4 6.54x 10~*

Group3 cuts: extra jet reco and b tagging plus M,; reco and mass window

> 1 extra jet, 0.463 0.235 0.127 0.090

E?W > 20GeV,|n| < 2.4

Only 1 extra jet, 0.661 0.817 0.863 0.855

E?W > 20GeV,|n| < 2.4
Factorised inside group 3: M and b tagging

Er1:2>0 0.921 0.898 0.882 0.834
Ey1.,2>0 0.701 0.683 0.657 0.625
Total mass reconstruction 0.646 0.613 0.579 0.522

b tagging of the extra jet 0.098 0.050 0.033 0.016

M., window: 150-300 GeV & 0.142 0.295 0.433 0.430
£Groupd/ €Groupl 2.77x 1073 1.75x 1073 9.15x 104 2.28x 1074
£Groupl X £Group2 X £Group3 2.44x 1078 6.07x 1078 7.98x 1078 2.84x 1078
o after selections (fb) 0.69 1.28 1.35 0.144
Number of events for 60 fb! 41.4 76.7 81.2 8.7

selectionsvere combined in three groups as shown in T&bi®.Groupl includes the Level-

1 trigger and the calorimetric reconstruction of thgets (at HLT and offline). It includes

also the cut on the transverse energy of the jets. After the event passed the Groupl selections
the two other selection groups (Group2 and Group3) were applied independently. Group2 is
essentially the -jet identification part of the analysis, i.e. the tracker isolation (at HLT and off-
line), the cut on the-pof the leading track and the selection on the number of tracks inside the
signal cone. Group3 describes the selections on the one extra jet in the event, the b tagging and
the dir-jet mass reconstruction. The choice of the second and third selection groups was made
minimising the correlation among them. A further factorisation was done for some selections
inside the groups. Tablg.12 summarises the selections and the QCD multi-jet background
estimates for the signal of M=200GeV/é. The requirement to have opposite charge
7-jet candidates (@x Q,=—1) is not included in Tabl&.12. It reduces the QCD multi-jet
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Table 5.13.The number of expected events with 60¥and efficiencies of some of the selections
for the irreducible backgrounds.

process Nhep. at Q1x Q2 only one b tag. M,
60fb—1 =—1 extra jet jet window
tt 0.64 0.96 0.36 0.42 0.11
WHj 0.33 0.81 0.15 0.06 0.12
Wit 0.26 0.96 0.49 0.44 0.23
Z/y* — tt in bins of generated m

130<m,; < 300GeV/& 3.80 0.96 0.23 0.06 0.61
m;,; > 300 GeV/é 0.18 0.95 0.27 0.05 0.04
77bb, My > 100 GeV/@ 0.86 0.98 0.39 0.44 0.38

backgroundy another factor of two, leading to 104 events of the QCD multi-jet background
expected with 60 fb!. With the selections applied to search for signals af #1500 GeV/é

and Ma = 800 GeV/¢ the expected numbers of the QCD multi-jet background with 6® fb
are 25.0 and 4.0, respectively.

Irreducible background. The irreducible background which remains after all selections were
applied is the small part of the total background dominated by the QCD multi-jet events.
Table5.13summarises the expected number of events from the irreducible background with
60 fb! for the selections used to search for a signal af 200 GeV/&. In total, 6.0 events

are expected. The efficiencies of some of the selections are also shown in the table. With
the selections applied to search for signals gf M500 GeV/c? and My = 800 GeV/¢é the
expected numbers of the irreducible background with 66 five 4.0 and 1.0, respectively.

5.2.6.4. Detector effects, experimental systematics and evaluation of the background
from data.

E?issand jet energy scale uncertaintiesThe effect of the Eiss and the jet energy scale
uncertainty on the Higgs boson mass reconstruction efficiency was estimatedThis E
reconstructed with the Type 1 corrections in the following form:

miss raw corr.jet rawjet
Erxy) =~ | B * Z (ETX(y) - ETX(y)) (5.11)
jets
whereEr(), is the sum over the raw calorimeter tower energies from calorimeter towers and
the jet sum in the equation is over jets with a reconstructtl E 25 GeV. The formula can
be rewritten in the form:

ey~ (|- D] o D] 512
jets low Ex jets highEr
representing of low and hightEparts. For the low E part a scale uncertainty of 10% was
applied, while for the high £ part 3% uncertainty was used. The variation of the scale is
applied independently for the two parts to obtain the maximal upper and lower deviations
from the case with no uncertainty. It was found that tl*)}éssc‘scale uncertainty brings the
largest contribution to the uncertainty of the Higgs boson mass reconstruction efficiency. In
the worst case the uncertainty reaches 3%. The mean fitted value of thaidttibution for a
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Figure 5.3. The expected M, distributions for the signal of i = 200 GeV/&, tang = 20 (left

plot) and My = 500 GeV/&, tanB= 30 (right plot) and the background with 60th Thick solid
histogram — signal in the fif* scenario; dashed histogram — the QCD multi-jet background;
thick dashed-dotted histogram — the irreducible background; normal solid histogram — signal
plus background.

signal of My = 500 GeV/¢ is varied from—10 GeV/c? to +16 GeV/¢ relative to the mean
value evaluated without the scale uncertainty taken into account.

Tracker misalignment. The effect of the tracker misalignment on the rate of fakgets

from the QCD multi-jet background was studied for the first data taking scenario (Scenario 1)
and the long term data taking scenario (Scenario 2). The tracker isolation efficiency and the
efficiency of the track counting in the signal cone (one or three tracks requirement) was
compared with the performance of the perfect tracker alignment (Scenario 0).

It was found that in the Scenario 2 the QCD multi-jet background can be increased by
~11% due to the change of the tracker isolation efficiency. The efficiency of the requirement
to have one track in the signal cone is increased-ip% in the Scenario 2 relative to the
perfect alignment.

The measurement of the QCD multi-jet background from the data. Figure 5.3

(left plot) shows the expected M distribution for two signal samples and the
background. The QCD multi-jet background is the biggest background in this analysis.
The following way to evaluate this background from the data is proposed: A control sample
must be used where all signal selections are applied except the mass window and the
requirement to have an opposite charge of the twet candidates. It is proposed to select,
instead, the sample with the same charge of the twet candidates (SS sample). The
contamination of the signal events and irreducible background is negligible in the SS sample,
thus giving the possibility to predict from the data the QCD multi-jet background in a given
mass window from the number of event and the measured shape of1thet dhass in

SS sample. The expected number of QCD multi-jet SS events after all selections, but the
mass window, used for the signal of M= 200 GeV/c? is 380 with 60fbl. Neglecting

the uncertainty of the measured shape of thejeitmass leads to 5% statistical uncertainty

of the QCD multi-jet background estimates under the signal mass window. Forthe 300

(800) GeV/¢ selections about 80 (28) SS QCD multi-jet events are expected, thus gitihg

(20) % statistical uncertainty.
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Table 5.14.The lower limit of tang where a Sodiscovery is possible with 60ft.

Low tanglimit ~ Higgs boson mass
for 50 discovery m =200GeV/é mp =500GeV/é ma = 800GeV/é

no systematics 20 32 46
with systematics 21 34 49

5.2.6.5.Discovery reach in thaM, —tang plane. Table5.14 shows the lowest value of
tang for the three Higgs boson masses considered in the analysis, where tligcbvery is
possible with 60 fbt. It is shown with and without QCD multi-jet background systematic
uncertainty taken into account. The significance of the discovery is calculated with the
Scp method.

The extension of the discovery reach to lower values offtarould be possible with a
lower threshold on the energy of the additional jet in the event, provided that the fake jets will
be then suppressed with the jet-tracks matching criteria. Another improvement is expected
from the increase of the Higgs boson mass reconstruction efficiency using the improved
missing B measurement from energy-flow like algorithms. Finally, improved b-jet tagging
performance is expected to extend the discovery reach to lower valuesgf tan

5.2.7.H — 7 — u +jetanalysis

A detailed description of the analysis can be found in [152].

5.2.7.1. Event generation and pre-selectiongor the irreducible Drell-Yan (DY)rt
background they ;) — nvv, 121y — hadrons 4 decays were forced invTHIA. The events
containing b quarks were rejected to avoid the double counting with thb background.
For the other background process&s\tt, W+jet and Ib no specific decay mode was forced.

The DY rt background was produced in two ranges of the invariant mass:

40 < m,; <120GeV/é and m, > 120 GeV/é. For rtbb the following mass bins were
used: 60< m,,; < 100 GeV/é and m, > 100 GeV/é. The W+jet background was generated
with Pr > 20 GeV/¢.

The SUSY background has been estimated using the events for the LM2 mSUGRA test
point (see Sectioi3.3.2) with the total NLO SUSY cross section of 9.4 pb. For this point
tang = 35, which makes the stau and tau production rate potentially dangerous. The number
of events after all selection has been estimated to be less than one, therefore the SUSY
background has been considered negligible, and was not studied in detail.

For the signal generation the Higgs boson was forced to decay int@air. Thet
leptons were decayed usimguoLa and events with 2y — wvv, 121y — hadrons + decays
were selected.

The pre-selections at generation level were chosen in a way that selected events are likely
to pass the trigger selection. The requirements were: The isolation of the muon was defined as
absence of charged particles with 1 GeV/c within a cone of radius 0.2 in tlye- ¢ space
around the muon momentum direction. Isolation for thike jet allowed for at most one
charged particle with-p> 1 GeV/c in the ring with an inner radius of 0.1 and an outer radius
of 0.4 around the highegt: charged patrticle in the jet. The leading track was required to have
pr > 3GeV/c. Therrbb events were generated without the pre-selection requirements.

Details on lb generation are explained in [153].
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5.2.7.2.Event selection. The off-line z-jet identification uses the parameters of the pixel
HLT t isolation, but with fully reconstructed tracks instead of pixel tracks. Additionally one
or three tracks are required in the signal cone. Fortfet direction, the sum of the momenta
of the signal tracks was used, improving the direction resolution. The leadjeptrack is
required to havepr > 10 GeV/c in case of one track in the signal cone, aad- 20 GeV/c
for three tracks, in order to suppress theand DY backgrounds.

To select events with associateddH(A) production, one b-tagged jet with calibrated
Er > 20 GeV was required. For the b tagging, the track counting method was used [151]: the
jetis b tagged if it has at least two tracks with a 2D transverse impact parameter significance
greater than two. The b tagging efficiency, including the jet finding, for the signal is 17% for
Ma = 200 GeV/é and 27% for My, = 500 GeV/&. For the backgrounds with a real b-jet it is
67% for t and 46% for Wt processes. For the backgrounds without a real b-jet the mistagging
efficiency is 1% for the W+jet and 3% for the Dt processes. The b tagging purity for the
signal and thettbackground is 95%; it is 90% for the Wb and thebb processes.

Events containing W bosons decaying info+v, are suppressed using a cut
on the transverse mass of the muon and the missing transverse emafgy:

\/2~ pr - Er (1— cos@f, ET)), wherefET is the missing transverse energy. The distribution of
my has a Jacobian peak near the W mass. Rejecting events with6@ GeV largely reduces
the t, Wt and W+jet backgrounds while retaining a good fraction of the signal events.

The additional selection against thebiackground is the central jet veto. All events
containing an additional jet (to thejet and the b-tagged jet) in the central regipn,< 2.5,
and with a calibrated £> 20 GeV were rejected.

The electrons from the W boson decays in thantd Wt backgrounds can be misidentified
ast-jets. For the electron rejection a cut on the ratio oftket energy measured in the HCAL
(EHCAL) to the leading track momentum{j, f = ENCAL/pl" was used for the events with one
track in the signal cone. The cutf0.2 retains 90% of the signal events, while it rejects 95%
of the events with the real electrons. The cut on the upper value of the ratio is efficient against
jets with a large fraction of neutral hadrons. The requiremeatlf1 rejects 50% of W+;j
and kb events and only 20% of signal events. FigGiréshows the integrated distribution of
the parameter f for the signal and the background events selected by the High Level trigger.
The labels on the right part of the figure are ordered by decreasing selection efficiency in the
acceptance region of 0.2f<« 1.1, marked by the arrows.

The Higgs boson mass reconstruction requires the rejection of events witana a
7 jet in a back-to-back topology, therefore the cut cos(mEJTet)) > —0.9962 was used. In
addition, an upper cut on cos (A E‘Tet)) < —0.5 was used, retaining most of the signal
events, while visibly reducing a fraction of the background events. Finally, the events with a
negative reconstructed neutrino energy were rejected.

5.2.7.3. Expected number of selected eventable 5.15 presents the production cross
sections in fb and the individual selection efficiencies for signals £ 200 and 500 GeV fc

The signal cross sections and the branching ratios were obtained fofffescenario with
u=200GeV (see Sectiohl.3.1). Tables5.16-5.18summarise the cross sections and the
individual selection efficiencies for the background processes. The total efficiency of all
selections and the cross sections after all selections are also presented at the end of the tables.
The events were counted in the Mmass windows with the width taken to Ber, whereo is

given by the standard deviation of a Gaussian fit of the signaldistributions. The value of

o is 41 GeV/é for Ma = 200 GeV/c?, whereas it is 83 GeV fdor ma = 500 GeV/c?. With

an integrated luminosity of 208 the expected number of signal (background) events is
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Figure 5.4. The integrated distribution of the parameter f'icé'-/p'}’. The acceptance region of
0.2<f < 1.1 is marked by the arrows.

Table 5.15. The production cross sections, in fb, and the individual selection efficiencies for

the signal.

gg— bb(A+H), A, H - 17

Ma =200GeV/é  Ma =500GeV/é
tan(B)=20 tan(B)= 30

o x BR[fb] 9.12.10° 451.10°
kine pre-selection 9.47102 1.65.1071
Level-1 trigger 8.99.10°1 9.09-101
HLT 4.17-101 4.99.101
offline z-jet isolation 9.54.101 9.60-101
1 or 3 tk. inz-jet signal cone 9.12101 9.19-101
plr > 10 GeVic 9.05.1071 9.55.1071
Q.- Qjer=-1 9.61.10°1 9.60-10°1
single b tagging 1.73-10°1 2.56-101
no jetwithEr > 20,|5| <2.5 853 107! 7.72-101
mr(l, MET) < 60 GeV 8.33101 7.01.101
—0.996< cos(Ag) <—0.5 8.05 101 7.51.10°1
electron veto: 0.2 f < 1.1 8.22.10°1 8.54.101
E,1>0,E2>0 6.84.-10°1 7.68.10°1
total efficiency: 1.66.10°2 453.10°3
o after selections [fb]: 1.52.10 2.05

146 (127) for my = 200 GeV/¢é, tang = 20, and 21 (61) for m = 500 GeV/c?, tang = 30.
Figure5.5shows the expectedr mass distribution for the total background and for the signal
plus background for i = 200 GeV/é, tang = 20 and My, = 500 GeV/¢&, tanp = 30.

5.2.7.4. Background estimates and uncertaintifter all off-line selections the main
background is represented by thebb, DY tr and the t production processes. The
contribution of the non Z/% background, mainly thet events, can be estimated applying
the inversion of the electron veto<f 0.1 instead of 0.2 f < 1.1. All other cuts must be the
same, including the M mass window. A relatively pure sample dfcan be selected, since
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Table 5.16.The production cross sections, in fb, and the individual selection efficiencies for the
reducible background processes.

tt W+ jet Wt bb

o [fb] 8.40-10° 4.15.10 6.20-10* 2.29.1010
kine preselection 9.01.102 1.44.102 658102  7.56.10°*
Level-1 trigger 9.06-1001  840-101 891.101 226.102
HLT 9.61.102 4.16-102 1.05.10°'  2.36.10°*
offline z-jet isolation 8.51.101 6.70-.100! 879.10°!  8.69-10°!
1 or 3 tk. inz-jet signal cone 8921001  6.30.10' 907.201! 7.19.101
plr > 10GeV/c 9.42.107' 85810 9.37.10'  7.17.10°!
Qu Qjet=-1 9.18.-1001  731.10! 952.101 545.101
Single b tagging 6.73-1001  1.09-102  456-101  9.42.10°?
no jet withEt > 20, 7| < 2.5 343.10'  8.17-10' 8.60-100'  4.30.10°!
mr(, MET) < 60 GeV/¢& 353.1001  3.76.101 362.10! 1.00
—0.996< cos(Ag) <—0.5 495101 656101 451.10! 4.16-101
electron veto< 0.2< f < 1.1 16510t 476.10' 1.27.10' 2.98.10°!
E,1>0,Ep>0 408-101 200-10' 415.10' 360101
total efficiency: 154.10° 331.10% 166.10°° 7.86.10°11
o after selections [fb]: 1.30- 10 1.37 1.03 1.80

Table 5.17.The production cross sections, in fb, and the individual selection efficiencies for the
irreducible background processes.

Z/y" — 11— utjet

40<m;; <120GeV/é  m,; > 120GeV/@

o x BR[fb] 4.63-10° 4.88.10°

kine preselection 6.56-102 2.14.101
Level-1 trigger 8.00-10°1 8.28.101
HLT 1.03-10°t 2.77-101
offline -jet isolation 9.12.10°1 9.40.10°1
1 or 3 tk. inz-jet signal cone 9.0310°1 8.93.101
pl¥ > 10GeV/c 8.12.10°1 9.00-101
Qu- Qjet=-1 9.47-101 9.33.101
single b tagging 2.68.102 2.51.1072
nojetwithEr > 20,|y| <25  7.77.10°! 6.98.-10°1
mr(, MET) < 60GeV/& 9.41.101 7.74.1071
—0.996< cos(Ag) <—0.5 375101 6.57.10°1
electron veto: 0.2 f < 1.1 6.46. 101 7.29-101
E,1>0,E2>0 6.45.101 6.46.10°1
total efficiency: 1.31.10°% 1.75.104
o after selections [fb]: 6.08 8.53.101

therequirement f< 0.1 rejects more than 95% of all processes exceptt itned Wt as shown

in Figure5.4. The number of the non Z/jbackground events in the signal region can be then
predicted using the ratio of thedvents in the signal region of 02f < 1.1 and in the region
of f < 0.1. This ratio can be obtained from Monte-Carlo simulation or from redata. The
systematic uncertainty on the number of the non*Ziackground events predicted using this
method has two contributions:

e The uncertainty of the HCAL energy scale, since the variabeEHCAL/p'" includes the
HCAL part of ther-jet candidate energy measured by the calorimeter. It is taken as 3%.
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Table 5.18.The production cross sections, in fb, and the individual selection efficiencies for the
irreducible background processes.

bb(Z — 1)

60<m;; <100GeV/é  m,, > 100GeV/é

o x BR[fb] 2.61.10* 1.05.10°
kine preselection 1.00 1.00
Level-1 trigger 1.41.10° 1.64.-1071
HLT 4.10.10°3 1.21.1072
offline -jet isolation 9.05.10°1 9.34.101
1 or 3 tk. inz-jet signal cone 9.1210°1 9.17-101
pl > 10GeV/c 8.60- 1071 8.98.101
Q.- Qjer=-1 9.41.101 9.48.10°1
single b tagging 2.73-101 2.75.10°1
nojetwithEr > 20,|5| <25  7.2010°1! 7.72-10°1
mr(, MET) < 60 GeV 9.6810°1 8.80-10°1
—0.996< cos(Ag) <—0.5 423101 5.84.10°1
electron veto: 0.2 f < 1.1 6.98 101 511-10°1
E,1>0,Ep>0 4.32.101 5.62-10°1
total efficiency: 6.64.10°° 2.76.10°4
o after selections [fb]: 1.74 2.89-101

g & \ \ 5
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Figure 5.5. The reconstructedr mass distribution. The signal and the background contributions
are shown with 20 fo'. The mass windows in which the events are counted for the significance
calculations are shown.

e The uncertainty of the shape of the distribution of f. The shape is obtained ftom t
events only, however a small fraction of events from the other processes is present in the
“normalisation” region of f< 0.1. It leads to an uncertainty af12 %.

The contribution from the other systematic uncertainties, e.g. b tagging is expected to be
small, due to the cancellation in the efficiency ratio. The total uncertainty on the number of
the non Z/y background events is thus 12.4 %.

The Z/y* background consists of two parts: thebb process and the D¥t process
without genuine b quarks in the event. The BY background can be predicted using the
DY ¢¢(¢ =e, ) cross section, to be measured with high precision at LHC, and the selection



CMS Physics Technical Design Report, Volume |I: Physics Performance 1147

60

a z_. T 1.44.4 T T 1\ T ,,¥4\,,,..z
\C’ 7 : : : : : : : B
s b
50} AU N A S S SRR
~ Discovery area T A
sof. . for 30f> T T
301 i« =

20 ; max mH ,

i Mg,sy = 1000 GeV/c

XM =2449 GeV/c?

W =200 GeV/c?
M, =200 GeV/c’

%\\\\i\\\\i\\\\i\\\\\\\\*\\\\*\\\\*\\\\7
200 250 300 350 400 450 500 550 600

m, [GeV/cz]

10

i

Figure 5.6. The 5¢ discovery region in the | —tang plane with 30fb! of the integrated
luminosity for the nj'®* MSSM scenario. The regions are shown without (lower curve) and with
(upper curve) the uncertainty on the background taken into account.

efficiency obtained from the Monte-Carlo. The systematic uncertainty on the number of DY
T events has two main contributions due to:

e The jet scale uncertainty. The number of the events in the 8ignal window varies
by +6% for jet scale variations a£3% and missing transverse energy scale variations
of +5% .

e The b-mistagging uncertainty. A conservative estimate of 5% is taken.

The total uncertainty on the number of the BY events with the jet mistagged as a b-jet
is therefore 8%.

For the ttbb background estimates the systematic uncertainty has the following
main contributions:

e The uncertainty of theuubb cross section measurement (without the luminosity
uncertainty) is 14% [145].
e The jet scale uncertainty. It is assumed to be the same as for the [BVents.

The total uncertainty on the number of thebb events is 15%.
5.2.7.5. Discovery reach in thd, —tang plane. The CMS discovery reach in the M-
tangplane with 30 fot in the nf'® scenario is shown in Figu6. The 5odiscovery curves

are shown without (lower curve) and with (upper curve) the uncertainty on the background
taken into account.

5.2.8.H — 7t — e+jetanalysis

A detailed description of the analysis can be found in [154].
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5.2.8.1.Event generation. The signal process gg- bbH/A, H/A — t1, 11 —> €w,, T2 —

T jet+v, leads to a final state of one isolated electron, an isolat¢et and one or two
detectable b jets. The background with genuitsais due to two types of events, Z7jevents
decaying intorz, and the t events, where the et+jet final state can come from direct W
decays to an electron andar through W— tv, — ewv, v, decays:

e Z/y* > 1T > e+rjet+X

e bbZ/y*, Z/y* - 11 — e+rjet+X

o ttwith Wy — 1v,. (T — jet), W, — ew, or Wr — Tv, — €wv, v,

o Wt, with Wy — v, (t — jet), Wo — ey or Wy — v, — e vy,

Background can arise also from the processes where a hadronic jet or an electron leads
to a faker:

o WHjet, with W— e,

o Z/y* — e'e”

e bbZ/y* Z/y* — e'e

o tiwith W — jjor W — ew.

The QCD multi-jet production is a large potential background through hadronic jets
faking both the electron and thejet.

For the inclusive Z/$ production the events containing b quarks in the final state were
removed to avoid double counting with thebb background. The single top (Wt) events were
generated witlTopREX [44]. The t decays in the signal were performed with thesora
package [155].

5.2.8.2. Event selection.In the offline reconstruction an isolated electron from the decay of
one of ther’s was first searched for. On the averag#.3 reconstructed electron candidates
were found in the signal events. The reconstructed electrons were first required to be isolated
in the tracker demanding that no track with p 1 GeV/c was found in a cone afR = 0.
4 around the electron candidate direction. The further electron identification was performed
following the algorithm of Ref. [156]. The largest contribution to the identification efficiency
and purity was obtained from the ratio of hadronic cluster energy to the electromagnetic
energy of the cluster (BY°"Y/Eem ~ 0.2) and from the ratio of the supercluster energy to
the track momentum (per clusteyptrack . 0. 8). The identification efficiency, including the
tracker isolation, was found to be 64.2%. A good purity of 97.5% was obtained for
the selected electrons. ,

The off-line t-jet identification was applied to the jets witl’fE 40 GeV reconstructed
in the calorimeter with the cone of 0.4. The leading track wifh-p10 GeV/c was searched
for in a cone of R, =0.1 around ther-jet direction. For an efficient isolation against the
hadronic jets in the W+jet and QCD multi-jet backgrounds, a small signal cane,R04,
around the leading track was used. About 83% ofithe- hadror +nz® + v, decays were
found to be reconstructed as one prorig. Due to the small signal cone selected, 50%
of the t* — 3 hadron$ +nz®+ v, decays were reconstructed as one or two profjets.
The cut " > 20 GeV/c was found to be optimal for the suppression of the hadronic jets, in
the presence of the QCD multi-jet background. The isolation was performed counting tracks
with pi; > 1 GeV/c in the area between the signal cone and the isolation cone, which was taken
to be then same as the jet reconstruction cones R4. Following the method described
in [146], at least eight hits were required in the full silicon tracker and an upper bound of
0.3 mm on the transverse impact parameter was set on the leading track in order to suppress
the background from the fake tracks.
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Table 5.19.Production cross sections times branching fraction, efficiencies (%) for the selection
cuts and numbers of events for 30ffor the signal with tar8 = 20 and for My = 130, 200, 300
and 500 GeV/&.

Ma(GeV/3) 130 200 300 500

o x BR (pb) 18.2 4.15 0.85 0.071

Level-1 and HLT 1.53 (8.4) 0.64 (15.4) 0.18 (21.6) 2.0x 1072 (28.7)
primary vertex 1.44 (94.1) 0.60 (94.2) 0.18 (97.2) 1.9x 1072 (93.6)
electron identification 1.11 (77.8) 0.48 (80.8) 0.14 (73.7) 1.4x 1072 (73.8)
one identifiedr jet 0.127 (11.4) 0.11 (23.4) 45x 1072 (32.9) 5.9x 1073 (41.7)
QrletxQe=-1 0.127 (100.0) 0.11 (99.1) 4.5x 1072 (99.3) 5.8x 1072 (99.0)

mr < 40 GeV/¢&

>1jet, B > 20GeV

9.9x 1072 (77.6)
4.5x 1072 (45.9)

3.8x 1072 (73.7)
3.8x 1072 (46.6)

3.1x 1072 (69.3)
1.5x 1072 (48.6)

3.9x 1072 (66.7)
2.1x 1073 (53.5)

b tagging 1.3x 1072 (29.7) 1.2x 1072 (32.2) 5.0x 1073 (32.9) 7.6x 107 (36.5)
jet veto 8.1x 1073 (60.2) 7.2x 1072 (62.5) 3.1x 1073 (63.2) 4.6x 1074 (61.0)
Ag(11, T2) < 175 7.6x 1073 (94.8) 6.8x 1072 (93.9) 2.7x 1073 (85.7) 3.4x 107 (74.5)
Euyvp >0 4.1x 1073 (54.1) 4.2x 1073 (61.7) 1.7x 1073 (64.3) 2.4x 1074 (70.6)

Nev at 30t

123.9

126.0

51.9

7.3

Thez/y* — e'e” and bZ/y*, Z/y* — e'e” backgroundsontain an isolated genuine
electron to pass the electron cuts and are not significantly suppressed witkséiection
cuts. These electronic candidates were suppressed requiring a large energy deposition
in the hadron calorimeter. A cut in therEf the most energetic HCAL cell in the jet,
Er(max HCAL cell) > 2 GeV, was found to suppress the electrons with a factor @f A
further reduction was obtained comparing the HCAL energy and the leading track momentum
of thet jet. The cut E*CAL /pi" > 0.35, applied on the one-prongcandidates only, was found
to suppress further the electronicandidates by a factor 6f1.8. The W + jet events show a
tail at large values of BAL /p'" due to the neutral hadron component of the hadronic jets and
were suppressed with the cUt®% /p'" < 1.5.

Efficiencies of ther-jet selections are shown in TablBsl9,5.20and5.21. The purity
of ~ 97% is obtained for the signal events. A rejection factor-0t00 was obtained for the
QCD multi-jet events generated with 50pr < 80 GeV/c when the-jet selections described
above were applied.

Finally, the charges of the electron anget were required to be opposite. The charge of
thet jet was calculated as the sum of charges of the tracks in the signal cone.

The missing transverse energy measurement can be exploited to suppreds the t
background with an upper bound on the transverse masgs, E"sS) reconstructed from the
electron and the missing transverse energy. Figufeshows the (e, EI'9 distribution
for the signal events with M= 200 GeV/@ and for thetand Z/y* — e*e” backgrounds
with the electron and-jet selections. The selected upper boungl@nET™sS) < 40 GeV/¢
reduces thettbackground with a factor of 4.

The events were further selected when at least one jet (in addition to g with
calibrated Et > 20GeV and|n| < 2.5 was found and tagged as the b jet. A probabilistic
secondary vertex algorithm with a discriminator cut from Ref. [157] was used for b tagging.
The cut in the discriminator was set to 0.8, which suppresses efficiently thg& Xyyjet
and the potential multi-jet background. The efficiency to tag at least one jet, including the
jet finding efficiency, was found to be between 13 and 19% for the signal, below 1% for the
Z/v* backgrounds and 1.3% for the W+jet background. For the signal events the purity of
the b-tagged jets is very high (99%).
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Table 5.20.Background production cross sections times branching fraction, cross sections and

efficiencies (%) for the selection cuts and number of events for30fb

Z/y* —> 1t bbz/y* — Tt Z/y* — e'e bbz/y*ete”
o x BR (pb) 331.8 27.0 1890 26.3
pre-selection 173.5 (41.4) 811.2 (42.9)
Level-1 and HLT 17.3 (10.0) 0.818 (3.1) 617.4 (76.1) 18.2 (67.2)
primary vertex 16.5 (95.4) 0.796 (97.3) 591.9 (95.9) 17.7 (97.3)
no b’s in DY Z/y* 15.6 (94.6) 561.8 (94.9)
electron identification 11.6 (74.4) 0.585 (80.2) 278.1 (50.1) 9.31 (52.6)
one identifiedr jet 0.13 (1.2) 1.0x 1072 (1.8) 3.40 (1.2) 9.0x 1072 (1.0)
Qrietx Qe =—1 0.13 (96.3) 1.0x 1072 (100) 3.31(97.4) 8.8x 1072 (97.8)
mr < 40GeV/@ 9.8x 1072 (76.3) 8.0x 102 (80.0) 2.26 (68.3) 5.5x 1072 (62.5)
>1jet, Br > 20GeV 4.0x 1072 (40.6) 5.6x 102 (70.0) 0.85 (37.6) 3.0x 1072 (54.2)

b tagging

jet veto

Ag(t1, T2) < 175
Ey,vp, >0

Ney at 30t

8.0x 107%(2.0)
5.2x 104 (65.0)
4.9x1074(94.2)
2.0x107*(40.2)
5.9

2.6x 1073 (46.4)
1.5x 1073 (57.7)
1.4x 1073 (90.7)
7.6x 1074 (55.9)
22.8

1.5x 102 (1.8)
6.0x 1073 (41.4)
4.8x 1073 (80.0)
1.7x 1073 (35.4)
51.3

9.6x 1073 (32.2)
5.9x 1072 (67.4)
5.1x 1072 (85.7)
1.9x 102 (50.0)
57.9

Table 5.21.Background production cross sections times branching fraction (pb), cross sections
and efficiencies (%) for the selection cuts and number of events for 30fb

tt Wt W +jet

o x BR (pb) 840 6.16 673.2
pre-selection 315.0 (46.8)
Level-1 and HLT 94.4 (11.3) 2.00 (32.5) 145.6 (46.2)
primary vertex 93.9 (99.5) 1.97 (98.5) 143.9 (98.8)
electron identification 66.7 (71.0) 1.43 (72.6) 114.2 (79.4)
one id.t jet 0.66 (0.95) 4.10x 1072 (2.87) 0.57 (0.5)
QrietxQe=—1 0.57 (89.8) 4.00x 1072 (97.6) 0.47 (82.7)

mr (e, ET'sS) < 40 GeV/@ 0.14 (24.3) 8.0x 1073 (20.0) 0.12 (25.2)
>1jet, B > 20GeV 0.14 (98.6) 6.9x 1073 (86.3) 5.5x 1072 (46.2)

b tagging

jet veto

Ap(t1, 12) <175
Eul.v >0

Nev at 30 bt

9.4 1072(68.6)
5.1x 1073 (5.4)
4.9x 1073 (96.4)
2.0x 1072 (40.9)
60.3

4.1x 1073 (59.4)
2.38x 1073 (58.1)
2.33x 102 (98.0)
9.60x 1074 (41.2)
28.8

1.6x 1072 (2.9)
6.6x 1074 (41.9)
5.6x 107 (83.9)
2.1x 107 (38.5)
6.4

The tt background, with a genuine electron,and b jets, cannot be significantly
suppressed with the cuts described above. This background, however, was suppressed
applying the jet veto: the event must contain only the b-tagged jet with calibrated
EF' > 20 GeV and|r®!| < 2.5. The fake jets, which generally do not contain tracks from
the signal vertex, were suppressed with a cut in the fraction of the tradum to the
jetEr, a = ZptT"aCk/EJTet. The cuta > 0.1 was found to improve the veto efficiency for the
signal by about 10%. The jet veto efficiency is around 60% for the signal~a#b for
the t background.

For the reconstruction of ther mass the events with back-to-back configurations
between the electron and thget were removed with an upper bound on the angle between
the z jet and the electron in the transverse plane (A¢(tY). The reconstructed neutrino
energies were required to be positive,(E 0 and E, > 0), which leads to a reduction
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Figure 5.7. Distribution of transverse mass reconFigure 5.8. Reconstructed Higgs boson mass fog M
structed from the electron and the missing transver2@0 GeV/€ and tang = 20.

energy for the signal of MW =200GeV/é and

tang= 20 (filled histogram), for thé (solid line) and for
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normalisation is arbitrary.

of ~40% of the signal events, but rejects 60% of the t, tW and W+jet backgrounds.
Figure 5.8 shows the reconstructed Higgs boson mass for the signal events wita M
200 GeV/@é. The Gaussian fit yields a mass resolution of 25%.

Table5.19shows the numbers of signal events with M130-500 GeV /£and targ = 20
for 30fb~! and the efficiency for all the event selection cuts described above. et B0
and 140 GeV /%, the mass of the lighter scalar Higgs boson h is only 4.4 and 11.2 GeV/c
smaller than M. With the mass resolution, which can be reached in the-Hr decay
channels, the lighter scalar contributes to the signal and is added in the cross sections for
Ma = 130 and 140 GeV fc The contribution is 31 and 11% of the total production rate,
respectively. Tablé&.20 shows the number of events and efficiencies for the backgrounds
originating from Z/y* — tt and Z/y* — e€"e~ decays in the inclusive and in the associated
bbZ/y* production.The efficiency of removing theldZ/y* componentrom the inclusive
Z/y* samples is also shown. TalBe21 shows the same for the backgrounds involving W’s
from tt, Wt and W + jet events. The cross section times branching fraction, trigger efficiency
and the efficiency of the primary vertex reconstruction are also shown in the tables. The QCD
multi-jet background after all selections was estimated to be 8.4 events for3@ftne mass
window around M = 200 GeV/c?, which is~ 10% of all other backgrounds.

Figures5.9 and 5.10 show the reconstructed Higgs boson mass distributions of the
H/A — t*t~ — electron + jet + X signal and the total background for 30'tor Ma =
200 GeV/é, tanf= 20 and for My = 300 GeV/&, tanf= 25. The sum of the Z/# — e*e~
and bZ/y* — e"e~ backgroundss shown separately in the figures.

5.2.8.3. Systematic uncertainties for the background determinatibhe background
uncertainty was evaluated using the cross-section uncertainties (measured or predicted from
the theory) and the experimental uncertainties for the event selections.

The uncertainty of the event selection efficiency is related to the uncertainty of the
electron andr identification, the absolute calorimeter scale and the b-tagging efficiency.



CMS Collaboration

-
[N
[¢)]
N

cMs CMS

H/A—>tt—e+t-jet + X H/A—>tt—ett-jet + X

- - ™
2 50 1 & 450 E
o H 1 o F E
C I 1 Q4 E
S 4o 1 8 sk .
N, T m, = 200 GeV/c® 1%k m, = 300 GeV/c® ]
; L [anB =20 i S 30 E tanB =25 —
o 30 N (0] £ ]
o [ | nal ] O 25F =
o) L 24 X, =2Tevic!, M, =1Tevic® i ITe) F X, =2Tevic!, M, =1Tevic® B
N r 1 N 20 -
B 20 r 1 =200 GeVIC’, M, = 200 GeV/c’ N B E 1 =200 GeV/C?, M, = 200 GeV/c |
c 1 ¢ 15fF | =
() F : 1 (5] £ . 7
it 10F Ziy*—ee _ o 10F Zhr—ee =
L [iBackgr Wl - @ ] F | iBackgr |l - 8 TH ]

0O 100 200 300 400 500 600 700 800 OO 100 200 300 400 500 600 700 800
m,. (GeV/c?) m,. (GeVi/c?)

Figure 5.9. Reconstructed Higgs boson mass for tHegure 5.10. Reconstructed Higgs boson mass for the
signal of My = 200 GeV/@, tanB= 20 and for the total signal with My = 300 GeV/&, tang = 25 and for the
background for an integrated luminosity of 30fb The total background for an integrated luminosity of 30%b
dashed line shows the sum of the Z/» e'e~ and The dashed line shows the sum of the Z /3> €*e~ and
bbz/y*e*e~ backgrounds. bbz/y*e*e~ backgrounds.

The systematic uncertainty due to the energy scale was estimated varying the jet energy
and the ESs values with the expected energy scale uncertainties yielding an average 5.1%
uncertainty on the number of Zjevents, 3.8% uncertainty on the number bEly* events,

7.3% uncertainty on the number afavents, 11.3% uncertainty on the number of tW events
and 11.8% uncertainty on the number of W+jet events passing the event selection cuts. A 5%
uncertainty on the b tagging and mistagging efficiencies and a 2% uncertainty on the electron
reconstruction and identification were used.

The uncertainty of the Z /.cross section at the LHC is of the order of 1% [158]. For the t
background the theoretical NLO cross section uncertainty derives from the scale uncertainty,
taken to be 5% according to Ref. [159], and the PDF uncertainty, about 2.5 %, yielding 5.6%
for the total uncertainty. The same uncertainty is used for the cross sections of the Wt and
W+ijet processes. The uncertainty of thezZljy* cross section measurement is estimated
to be 14.2% in [145]. With these estimates, the total systematic uncertainty, including the
luminosity uncertainty of 3% [7], was found to be 8.1%, 15.9%, 11.1%, 14.0% and 14.5% for
the Z/y*, bbz /y*, ft, Wt and W+jet backgrounds, respectively.

5.2.8.4. Discovery reach in thd ,—tan(8) plane. Table5.22 shows the number of signal
plus background events and the number of background events for 3@rflihe selected
mass windows and the signal significance calculated according to Poisson statistics, with and
without the background systematics taken into account. The mass windows were selected to
optimise the significance. The(ifi scenario was used.

Figure5.11shows the 5adiscovery region in the ld-tang plane for 30 fot in the e
scenario, evaluated with and without background systematics.

5.3. Benchmark ChannelsttH, H — bb

5.3.1.Introduction

The Higgs boson decay tobbis the dominant mode for the Higgs mass range up to
my ~ 135GeV/é. Direct Higgs production is almost impossible to detect via this decay
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Table 5.22 Number of signal-plus-background events and the number of background events in the
selected mass windows for 30fhand the signal significance withoutg3yst) and with (Syst)
the background systematics taken into account.

Amg+o— Ns+tNg Np  Snhosyst Ssyst.
Ma =130GeV/é, tanf=20 120-200GeV/i 176 83 89 6.4
Ma = 140GeV/é, tanf=15 130-220GeV/i 136 76 9.1 6.7
Ma = 200GeV/é, tanf=20 140-280GeVi 175 83 88 6.3
Ma = 300GeV/é, tanf=20 240-480GeV/ 78 39 54 4.3
Ma =500GeV/é, tanf=50 360-780GeV/c 57 22 6.2 5.3
e I 0] L L IR LU LU L I
C
s CMS, 30 fb!

60

Hgysy—tt—€ + 1-jet + X
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Figure 5.11. The 50 discovery region in the i — tan(g) plane for an integrated luminosity of
30fb1in the m'® scenario. The lower (upper) curve was evaluated without (with) the effect of
background systematics taken into account.

as a result of the combination of an overwhelming QCD cross sectiorbfprdduction and

the inability to reconstruct the Higgs mass very precisely. While the latter is still true in the
case of Higgs production in association withtaot bb pair, these channels hold promise
because they entail substantially lower backgrounds. The separation of these events into 3
salient topologies follows as a result of the ways in which the two W bosons in the event
decay. Thus, in addition to the four b jets, roughly 49% of these events also contain four
hadronic jets (the all-hadron channel), while some 28% have two hadronic jets together with
an isolated electron or muon and missifg(the semi-leptonic channel), with a further 5%

of events containing two oppositely-charged leptons (either of which can be an electron or
muon) and missinds; (the dilepton channel). The remaining 14% of events correspond to
those cases where one or both of the W bosons decay to a tau lepton and neutrino and are
not easily distinguishable as such, as a result of the rich decay repertoire of the tau meson.
In fact, these events do make a small contribution to the three other classes of events in the
actual analyses. Additional hadronic jets can appear in these events and originate from initial
and final state QCD radiation (IFSR).
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Table 5.23.NLO signal cross-sections and-H bb branching ratios for different Higgs mass

hypotheses

My 115GeV/é  120GeV/é  130GeV/@
onLo (pb) 0.747 0.664 0.532
BR(H—bb)  0.731 0.677 0.525

A detailed description of théH analysis strategies and the results can be found in
Reference [160]. All the results presented here are for an integrated luminosity 6160 fb

5.3.2. Event generation and simulation

As the identification of the signal relies upon the presence of top quark decay products, it
comes as no surprise that the most significant backgrounds are those associafegerits t
themselves. The main backgrounds dijg:ttbb and tZ with Z — bb.

These processes are studied in detail and are presented here. Secondary background
sources include pure QCD multi-jet events in the case of the all-hadron channel, and W/Z
plus jets or dibosons plus jets events in the case of the semi-leptonic and dilepton channels.
With the exception of QCD multi-jets, the latter have substantially lower production cross-
sections thartevents but very similar topologies. They are therefore not studied in detail.

Details about the primary Monte Carlo data samples used in this analysis are available
in Reference [160]. The semi-leptonic and all-hadrth signal samples were generated
usingCoMPHEP (version 41.10) andyTH1a (version 6.215), while the dilepton samples used
pYTHIA only. Though a leading order Monte Carky;ra1a is known to do a very good job of
reproducing IFSR as well as parton shower effects. This is adequate for the signal samples.
For the t plus jets backgrounds, greater care must be exercised. In partieutana alone
cannot be expected to do a realistic job since the relevant processes are not leading order.
On the other hand, there is not currently a full next-to-leading order (NLO) MQ fibus$ jets
production. As a result, higher order matrix elements are used including additional radiated
partons in conjunction with the parton showeringeefaia to produce the appropriate event
topologies.

ALPGEN andpyTHIA are used for the matrix elements and parton showering, respectively,
for the t plus n jets background samples. The matching of the two generators is done in
ALPGEN as discussed in Ref. [161]. In particular, all of the matrix elementstfpius n
additional hard partons are included and properly combined at each order taking into account
the interference between amplitudes.

QCD events were generated withTaiA (version 6.215) in thed; ranges from 120 to
170 GeV/c and greater than 170 GeV/c.

For the simulation of the interaction with the detector, the CMS tools, providing GEANT3
and GEANT4 based simulation of the CMS detector have been used.

The NLO signal cross-sections for different Higgs mass hypotheses are given in
Table5.23together with the branching ratios for-H bb [162].

The leading orderComPHEP cross-sections for the different background processes
together with the effective cross-sections after the application of the generator filters are listed
in Table5.24. TheaLpGEN cross sections for the different jet multiplicity processes are listed
in Table5.25. A detailed comparison afi.pGEN versusCompHEP for the tjj background is
available in [160]. All the results that are presented here forttiebtackgrounds are based
on theaLpGEN samples, where available.
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Table 5.24.LO CompHEP cross-sections and effective cross-sections after the generator filters of
the considered background processes.

QCD fx = 120-170GeV/c  QCDfx > 170GeV/c ®b iz

oLo (pb) 3.82 10° 1.05-10° 328 0.65
oLoxe(pb)  76.4 336.0 2.82  0.565

Table 5.25.LO aLpGEN cross-sections for the different jet multiplicity samples.

exclusive t+1j exclusivet+2j exclusive t+3j inclusive t+4j

oLo (pb) 170 100 40 61

Table 5.26.Signal and background efficiencies of the Level 1 and High Level Triggers.

Singlee

Singlex  Singlee ORuw ORz  Jets
H — bb (%) withmy = 120GeV/é 635 52.4 76.7 24.9
ttbb (%) 19.0 16.1 83.6 18.3
tt1j (%) 13.9 11.3 53.0 2.9
tt2j (%) 14.0 11.1 59.8 6.2
tt3j (%) 14.0 11.1 68.5 11.4
tt4j (%) 13.4 11.1 78.6 314
ttZ (%) 20.4 18.8 84.4 253
QCD 120-170GeV/c (%) 0.08 0.8 4.3 1.7
QCD > 170 GeV/c (%) 0.07 2.1 4.4 10.3

5.3.3.Level-1 and high level trigger selections

A dedicatedH trigger was not available and therefore was not implemented in the analysis.
As aresult, it is assumed in what follows that the signal is recorded by the CMS Level 1 (L1)
and High Level Triggers (HLT) as described in [78[herever possible, the cleaner signature

of at least one isolated lepton in the final state is exploited. The semi-leptonic channels thus
use the single muon (stream #43) or single electron (stream #2) triggers.

A logical “OR” of the single muon, single electron and single tau streams is used for
the dilepton channel. The same trigger setups as for streams #43 and #2 were used, except
that thepr threshold was lowered to 15 GeV/c to permit selection of 20 GeV/c leptons later
in the analysis. The tau trigger is the official stream (bit #91). Jet triggers are used to select
all-hadron events. In particular, the single-jet, 3-jet and 4-jet triggers with low luminosity
thresholds [76][163] are combined (stream #120 or #122 or #123).

Efficiencies for the various HLT and Level-1 triggers that were used are presented in
Table 5.26. The efficiencies quoted are determined by counting the numbers of accepted
events relative to the total numbers of events in each sample. In order to streamline the various
studies that were performed, the analyses used different MC samples, produced with different
final state constraints. Thus, efficiencies for single muon, single electron and fully hadronic
final states were defined with respect to exclusive signal samples and inclusive background
samples, as described in the preceding section. The dilepton channel efficiency on the other
hand, was defined with respect to samples containing at least one leptonic top decay for the
signal and inclusive samples for the backgrounds.
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Figure 5.12. (Left) Performance of the muon likelihood discriminator for the semi-leptonic
muon tH channel. (Right)Signal versusbackgroundelectron efficiencies for likelihood values
ranging from 0.006 (the upper point) with a step size of 0.006, (i.e. approximately in the range
1.0< —log(Le) < 2.0).

5.3.4. Reconstruction

5.3.4.1. Muon reconstruction.The process of muon reconstruction begins in the Muon
Chambers and is then extended to the tracking system, as described in Ref. [164]. For the
studies presented here it is important to identify muons coming from W decays. To this end,
additional selection criteria are applied to distinguish these muons, which will be referred to
assignal muons, from the muons coming from other sources such as b decays. The latter
will be referred to asackgroundmuons, even though they arise in signal events as well
as background events. The desired discrimination betvg@gral and backgroundmuons

is achieved by constructing a discriminator that is based upon probability density functions
(PDF) for the following observables associated with muon candidates:

e Transverse momentunp;.

e Track isolation)soTk.

e Calorimeter isolation|soCala

e Significance of track impact paramet& = d/oy.

The PDF’s associated with these variablessignalandbackgroundnuons are obtained
by matching to generator-level muons.
The PDF’s are combined into the following likelihood ratio:

P
P%04) + PP

L= (5.13)

where P*'¢ and F’ibkg are the PDF’s of an observalse for signal and backgroundmuons,
respectively.

The performance forsignal and background muon discrimination are shown in
Figure5.12. For assignalmuon efficiency of 90%, only 1% of background muons are selected.
The PDF’s are constructed using a sampldléfavents with m = 120 GeV/é in which one
and only one of the W bosons decays to a muon and neutrino, while the other one decays
hadronically.

If the likelihood selection is used after the HLT, a dramatic improvement in QCD
(Pt > 170 GeV/c) rejection is possible with little or no loss in signal efficiency. For example,
a small drop in signal efficiency from 63% to 60% reduces the QCD efficiency by more than
a factor of 3 (i.efrom 0.07% to 0.02%).
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5.3.4.2.Electron reconstruction. A full description of the electron reconstruction in CMS
can be found in Ref46]. Electrons coming from W boson decays are typically characterised
by isolated high transverse energy clusters. These electrons are thus efficiently identified by
means of an isolation requirement applied to the electron candidate with respect to other
reconstructed tracks in the event.

In analogy to the muon reconstruction and equafidt8, a likelihood method is used to
identify the signal electrons, making use of the following observables:

e the p; sum of tracks inside arsolation coneof radius AR = 0.3 around the candidate
electron direction.

o the AR distance between the electron candidate and the closest track.

e the transverse momentum of the electron candidate,

o the ratio between the cluster energy and the track momeriyim,

o the ratio between the hadronic and electromagnetic energies of the cigEer,

An appropriate choice of likelihood cut value has been studied by compaigmgl
versusbackgrouncelectron efficiencies as shown in Figlrd 2.

For a—log(Le) cut value of 1.27signalelectrons are selected with an efficiency of 84%
andbackgroundelectrons with an efficiency of 1.5%. This value was chosen for the analyses
described in subsequent sections.

Concerning the efficiency of the likelihood cut with respect to background rejection in
ttjj events in which there were no isolated electrons coming from W decays, only 6% of these
events were accepted for a likelihood cut of 1.27.

As in the case of the muon selection, the likelihood approach can be used to augment
the HLT selection efficiency. Maintaining a roughly constant signal efficiency, the likelihood
cut in combination with the HLT trigger yields an order of magnitude reduction in the QCD
background selection efficiency.

5.3.4.3. Jet and missingtEeconstruction. Jets are reconstructed using the iterative cone
algorithm. A cone withAR = 0.5 is used when at least one W boson decays into leptons,
while a smaller cone size was found to be more suitable for the more dense jet environments
associated with the all-hadron channel (see below).

A calorimetric-tower energy threshold of 0.8 GeV and a transverse-energy threshold of
0.5GeV are used. Calorimeter towers that exceed 1 GeV are considered as jet seeds. For the
leptonic channels, the jet energy is calibrated using MC calibrations [165] provided by the
JetMET group for the corresponding set of reconstruction parameters.

The single lepton analyses, as described in more detail below, make use of an event
likelihood to help select and properly reconstruct events and decay chains. This is facilitated,
in part, by making use of the various invariant mass constraints associated with the top quark
decays. The corresponding likelihoods thus rely upon the resolutions that are obtained for the
invariant masses of the hadronically decaying W boson and the two top quarks. The “best-
case” invariant mass distribution for the hadronically decaying top quark is reconstructed by
matching to generator-level parton information and shown in Figut8. The distributions
for the leptonically decaying top quark and the hadronically decaying W boson (Ref. [160])
have similar shapes but different RMS (25.7 Ge¥/and 15.7 GeV/%, respectively) since
the longitudinal momentum of the leptonically decaying top quark has to be calculated from
missingE;. A reconstructed jet is considered as matched to the corresponding parton if their
separationAR;_p, is less than 0.3.
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Figure 5.13. (Left) Invariant mass of the hadronically decaying Top quark using jet-parton
matching withAR;_ < 0.3. (Right) Change in significance aBgN resulting from variations in
the b-tagging discriminator for the various cone sizes indicated in the legend.

The missing transverse energy of the evEfittSis computed as

Etmissz E;[ower_ EtRanet_ EtCaIiJet + EtMuon (5.14)
D R
where the sum with indeixruns over calorimeter towers, that with indgruns over raw jetsg

runs over calibrated jets, amaruns over the reconstructed muons of the event. Equétibh

thus takes into account the corrections due to jet calibration and the contributions of muons
that are not measured in the calorimeter.

The choice of the jet reconstruction algorithm is an important step in the event selection
optimisation for the all-hadroriti channel, where at least 8 jets are expected in the final state.
For this reason, an optimisation is obtained by means of a simple “proto” analysis as described
in Reference160].

A dedicatedttH calibration [166] is applied to help recover the original transverse energy
of the associated parton. Reconstructed jets with a b-tagging discriminator value higher than
0.4 are calibrated using a separate b-jet calibration procedure.

Figure 5.13 shows the significance with respect to t8¢N ratio for a range of b-tag
discriminator values for each of the several cone sizes indicated. Lower discriminator values
yield higher significance but only at the cost of I&8/N while, on the contrary, higher
discriminator values give lower significance but higi8?IN. A good compromise is in the
middle range of each of the curves where neitBAx nor significance are unreasonably low.
With this in mind, the best choice for the jet cone is seen take= 0.40.

5.3.4.4. b-Tagging. The identification of jets from b-quarks is done with tB®@mbined
Secondary Vertealgorithm. This algorithm exploits secondary vertex and track properties to
calculate a discriminator value which separates b-jets from non b-jets. A detailed description
is published in Ref. [157] which also presents results of detailed studies of the performance
of the b-tagging algorithm as applied to Monte Catlartd QCD samples.

In the tH analyses, a fixed cut value for the b-tagging discriminator is applied, and four
jets are required to pass this cut in the semi-leptonic and all-hadron channels, while only 3
jets are required to be tagged in the dilepton analysis. The misidentification rate of charm and
light flavour jets as a function of the b-tagging efficiency is shown in Eity4for the tH and
the tjj samples, respectively. It can be seen that the efficiencies are similar in these samples.
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Figure 5.14. On the left: Non-b jet mistagging efficiency versus b-jet tagging efficiency for
c-jets (triangles), and uds-jets (stars) for thé $ample withmy = 120 GeV/€ and jets with a
minimum transverse momentum of 20 GeV/c. For this plot the “physics definition” of the original
jet flavour has been used. In this definition there are no original gluon jets ifrHtsample. On

the right: The corresponding plot for thij sample, where gluon jets are represented by crosses.

This fixed-cut b-tagging approach gives reasonable results, but is not necessarily optimal.
Some potential improvements are possible such as the combination with a soft lepton tag or
a discriminator cut which depends @gnandp of the jets. Studies have shown that they have
the potential to improve the results at the order of some percent. These improvements were
not used in the current analyses.

5.3.5. Event selection

In this section the event selection for the different channels under consideration is described.
In order to be able to combine the results from all ttié $earch channels, the different
channels use mutually exclusive event samples. This is most easily facilitated by coordinating
how highp; electrons and muons from the W decays (previously referredsmaslleptons)
are either selected or vetoed by the different analyses.

For the analyses reported here, the different data samples used were separated using
selection and/or veto criteria based on the lepton likelihood value, as described in Ref. [160].

5.3.5.1. Semi-leptonic ChanneftH — bbbbqquv, and bbbbggew. The strategy for
selecting tH events with one isolated muon or electron in the final state can be summarised
in the following three steps: pre-selection, choice of jet pairing and finally, selection. The pre-
selection requires the HLT stream for a single muon or a single electron, one isolated lepton
using the likelihood information as described in section 5.3.4.1 and 5.3.4.2, and 6 or 7 jets in
the pseudorapidity regiom| < 3.0 with a calibrated transverse energy larger than 20 GeV. In
order to recover some efficiency, jets with 10 GeME; < 20 GeV are also accepted if they
have at least two associated tracks pointing to the signal primary {euteéthin a distance

along the beamz] axis of (zpv — Zirackl < 1 mm). The latter condition is required to reject

low transverse energy fake jets, (i.e. jets that are not associated with any of the signature

42 The signal interaction is generally the one which allows the event to be triggered.
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partonsin the signal event). For the single electron channel, the misidentification of the jet
with the isolated electron has been excluded by imposing a veto on the jet if the electron lies
inside a jet cone radius of 0.1.

At least 4 jets are required to be tagged as b-jets with a minimal discriminator value
corresponding to a b-efficiency of about 70%.

To decrease the contamination from the dilepton channel, a double muon, double electron
and muon-electron veto is applied, in which events with the second lewiesf(L ,) < 1.4
and events with—log(Le) < 1.2 are rejected from the analysis. In the case of the semi-
leptonic electron channel the previous cuts are applied respectively to the first muon likelihood
candidate and to the second electron likelihood candidate. The application of these vetoes
results in a lowering of the signal efficiency by about 2%, while the total background rejection
is increased by 13%.

In order to perform a complete reconstruction of the event, the longitudinal momentum
of the neutrino has to be computed from four-momentum conservation for the W boson:
mé, = (E* + E")2— (p* + p")2. This equation gives 2 real solutions fp} in 66% of the
cases, while in the remaining 34%, the neutrino is assumed to be collinear with the lepton:
p. = p.. This leads to a small degradation in the longitudinal momentum resolution, but the
reconstruction efficiency of the leptonic W boson decay is increased to 100%.

In order to choose the jet combination that does the best job of reconstructing the two top
quarks, a likelihoodL gent, is defined using masses, b-tagging and kinematic information
from the whole event:

Levent = Lmass X LbTag X Lkine- (5.15)

The mass information considered in the likelihdogl,ss is the probability returned by
the kinematic fit with invariant mass constraints (top quarks and hadronic W) that is described
in Reference [167].

The b-tagging function_ptag is defined as the product of the b-tag discriminators:
I—bTag= DTOpHad X DTOn_ep X DH1 X DH1 x (1— Dw1) x (1— Dwo); where TOpHad and
Top,p are expected to be the two b jets from the hadronic and leptonic top, respectively,
while H; andH; are expected to be the two b jets coming from HiggsAAdndW, are the
two jets from the hadronically-decaying W boson.

The kinematic function takes into account the observation that the b-jets coming from top
guarks tend to be slightly more energetic than b-jets coming from the Higgs boson (see [160]
for a definition).

Among all possible combinations of jet-parton assignments, the one with the highest
value of Lg,ent is chosen for use in the final reconstruction of the top quarks and the
two remaining jets with highest b-tagging discriminator values are used to reconstruct the
Higgs mass.

After the jet assignment is complete, additional criteria are applied to improve
background rejection. In particular, a stronger b-tag requirement is applied on the event
variabIeLbSe|e= DTOpHad X DTOPLep X DH1 X DHl-

The signal significance as a function of the selectionLgigtcis shown in Figures.15.

The distributions of reconstructed Higgs mass for the final selected events are shown in
Figure5.16for signal only (left) and for the combination of the different backgrounds (right)
for the muon channel only (similar results for the electron channel can be found in [160]).
The fraction of signal events where the two b-jets are correctly assigned to the Higgs boson
(i.e. the pairing efficiency) is roughly 31% in the muon channel and about 29% for the
electron channel.
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Figure 5.16. ttH(W — qq’, W — uv). (Left) Invariantbb mass for signal only (combinatorial
background is shaded grey). (Right) The sum of the reconstrusigdpectra for backgrounds
with a value of Lpsele> 0.55. The distributions are normalised to an integrated luminosity
of 60fb L.

5.3.5.2. Results. The selection efficiencies with the corresponding numbers of expected
events and signal significances are reported in Tat#& for the channels with a muon or

an electron in the final state. The number of expected events is computed for an integrated
luminosity of 60 fb'? in the Standard Model Higgs mass range from 115 to 130 G&V/c

5.3.5.3. Dilepton channettH — bbbb¢'v'¢v. DileptonttH events are selected by requiring

two reconstructed leptons () accompanied by significant missing transverse energy and at
least four but no more than seven jets, at least three of which have been b-tagged according to
the Combined Secondary Vertbxtagging algorithm.

Lepton identification is performed using the electron and muon likelihoods described in
Section5.3.4. In the semi-leptonic analyses, events with more than one identified lepton are
vetoed, but in the dilepton analysis those events are retained. The likelihood acceptance cuts
used for leptons in the dilepton channel are therefore chosen to be the same as the second-
lepton veto cuts for both semi-leptonic channels. In this way, the sample of events for the
dilepton tH analysis is by construction strictly complementary to those used in the semi-
leptonic channels.
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Table 5.27.Selection efficiency fot psele> 0.55 (gj00se) @and for Lpseie> 0.75 (gtight), number
of expected events and signal significance in 63 ffor the muon and electrofi channel. The
numbers refer to the complete Higgs mass range.

Analysed EV.  gig0se (%) NE 601 eggnt (%) Ny 60 fb

muon channel

ttH (115) 27768 2.0&:0.08 96+ 4 0.80+0.05 38+3

ttH (120) 41929 1.9@0.07 75+ 3 0.74+0.04 2942

ttH (130) 19466 2.230.11 55+ 3 0.84+0.07 2142

ttbb 372737 0.240.008 419+ 14 0.0877+0.0048 148t 8

il 393000 0.005%0.0011 520£120 0.00076:£0.00044 7845

tt2j 568999 0.0103-0.0014 633t82 0.0007G£0.00035  42+21

tt3j 101000 0.0056-0.0022  119+53 0 <27(68%C.L)
tt4j 86697 0.0035:0.0020 126+ 73 0 <48(68%C.L.)
zit 50000 0.068:0.012 23+4 0.026+0.007 9+ 2

Total Background 1840 <352

S/+/B (115) 2.2 2.0

S/B (115) 5.1% 10.8%
S/+/B (120) 1.8 1.6

S/B (120) 4.1% 8.2%

S/+/B (130) 1.3 1.1

S/B (130) 3.0% 6.0%
electron channel

ttH (115) 27692 1.3%0.07 66+ 3 0.524+0.04 2542

ttH (120) 42228 1.420.06 5642 0.53+0.04 2141

ttH (130) 19127 1.5%0.09 3942 0.61+0.06 15+1

ttob 372737 0.176:0.007 297+ 12 0.06410.0041 1097

1] 393000 0.00380.0010 390Gt 100 0.00025:0.00025 26+ 26

tt2] 568999 0.006%0.0011 40165 0.00123:0.00046  74£28

tt3j 101000 0.0046&-0.0020  95+48 0 < 27(68%C.L)
tt4 86697 0.0023-0.0016 84+ 60 0 < 48(68%C.L.)
zit 50000 0.064:0.011 22+ 4 0.02240.007 7+2

Total Background 1289 <291

S/+/B (115) 1.8 1.5

S/B (115) 5.1% 8.6%

S/+/B (120) 1.6 1.2

S/B (120) 4.4% 7.2%

S/+/B (130) 11 0.9

S/B (130) 3.0% 5.2%

Thedetails of the dileptortt selection are summarised below:

e 2 oppositely-charged leptons (g) passing identification criteria- log(L,) < 1.4 for
muons,— log(Le) < 1.2 for electrons).

o correctedE"sS > 40 GeV.

e 410 7 jets with calibratedtr > 20 GeV andn| < 2.5.
e >3 selected jets b-tagged with discriminafr- 0.7.

The above is termed the “loose” working point because there is evidence that it is possible

to increase the purityg/ B) of the selection, by way of more stringent criteria:

e 410 6 jets with calibrate&r > 20 GeV andn| < 2.5.
e >4 selected jets b-tagged with discriminafr> 0.7.
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Table 5.28. Selection efficiencyejgose (including branching fraction where applicable) and
resulting number of expected eveiNgosein 60 fb1, for the dileptontH channel. For a glimpse
of possible improvements, the same for a tighter set of cuts is proviggst (Niignt). Also quoted
are binomial errors arising from the finite sizes of processed datasetdHlti@tasets are labelled
by the generated Higgs mass in Ge¥ (parentheses).

#analysed  £j00se(%0) NS ce etight (%) Nt?ém
ttH (115) 27900 0.51% 0.025 168+ 8 0.088+ 0.010 29+ 3
ttH (120) 26141 0.49@& 0.025 13247 0.070+ 0.009 19+ 3
ttH (130) 25911 0.49@& 0.025 82+ 4 0.072+ 0.010 1242
ttob 313894 0.63% 0.014 108G+ 24 0.094+ 0.007 159+ 12
il 280385 0.0125 0.0021  127G£220 O <42 (68% C.L.)
tt2] 276917 0.0448 0.0040 2690t 240  0.00144+ 0.00072 8743
tt3] 90367 0.0553: 0.0078 1336190 O <31(68% C.L.)
tt4j 12281 0.0716: 0.0077 2620+ 280  0.0025+ 0.0014 92+ 53
ttz 110156 0.304+ 0.017 103+ 6 0.0363+ 0.0057 12+ 2
all backgrounds 9090 <422
S/+/B (115) 1.8 1.4
S/B (115) 1.8 (%) 6.9 (%)
S/+/B (120) 1.4 0.9
S/B (120) 1.5 (%) 4.5 (%)
S/+/B (130) 0.9 0.6
S/B (130) 0.9 (%) 2.9 (%)

The generatedV~ was forced to decay leptonically,(e, ), but thew* was allowed
to decay freely. This “non-exclusive” dataset incurs a branching ratio of 1/3, which has been
factored into the selection efficiencies reported in T&b®8.This choice allows us to obtain
a good estimate of the overlap of the contribution to the dilepton sample arising from semi-
leptonic top decays which are mis-reconstructed as dilepton events; the same applies to tau
decays which are mis-reconstructeckas.

The background events have small efficiency to pass the selection criteria, so very large
samples must be analysed. To make these samples more manageable, a loose pre-selection
requiring at least 3 b-tags with discriminator> 0.7 is applied before analysis.

5.3.5.4. Results. The selection efficiencies for the two working points, with the
corresponding number of expected events and the signal significance, are reported in
Table 5.28. The number of expected events is computed for an integrated luminosity
of fo~t.

Since the event selection is quite simple for the dilepton channel, it is possible to
formulate simple equations predicting the selection efficiencies. This is detailed in Ref. [160],
where some back-of-the-envelope calculations to estimate these efficiencies for both signal
and backgrounds are presented, including some of the backgrounds that were not taken into
account in this analysis.

5.3.5.5. All-hadron channelitH — bbbbgqq’g”. A number of kinematic variables,
together with the b-tagging discriminator, have been studied to optimise the signal selection
with respect to background rejection. Moreover, in order to combine the results from the 4
different decay sub-channels, a veto on leptons has been applied using the complementary
cut developed within the semi and fully leptonic decays analyses: events are discarded if
—log(L,) <1l.4or—log(Le) < 1.2
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Thefinal set of variables that are used in this analysis is the following:

e Jet Transverse Energy of the 8 most energetic jets in the tracker acceptance.

e Combined b-Tag discriminator variable for each jet.

« Centrality of the event defined &s°_, E/E'.

e Centrality of the Higgs defined similarly, with the sum restricted to the 2 jets paired
to the Higgs.

The jet-to-parton matching is performed using%method as defined in [160].

Two working points have been chosen: the first uses loose cuts on the b-tagging
discriminator to get higher statistical significance (but lov& B), while the second uses
a tighter cut on the b-tagging discriminator to obtain a high& (but lower significance).
For the first working point an event is selected if the following conditions are satisfied:

e E7" > 30 GeV andES™" > 20 GeV for theEr ordered jets.

e the x2? for each of the 2W bosons and 2 quarks are within 3 sigma of their
expected values.

o the 3 highest combined b-tagging discriminators for the 4 jets associated leptmtons
must satisfyDz > 0.80.

e Higgs centrality higher than 0.55 and no cut on Event Centrality.

For the tight working point, the b-tagging discriminator for the third highest jet is required
to satisfyD3 > 0.85 and the fourth on®, > 0.70, while the event and Higgs centrality are
required to exceed 0.55 and 0.80, respectively.

All the applied cuts have been optimised to obtain the highest significance while keeping
the S/B ratio as high as possible. All values chosen B, E&™" D;, D4, Event and
Higgs centrality have been varied simultaneously, thereby mapping out the complete set of
combinations within the following limits:

e 20GeV< E&M < 40GeV.

o E8N < EIth - EBM 4 40 GeV.

e 0.5< DzandDy4 < 0.95.

e Event and Higgs Centrality in the range [0.50—-0.95].

Variation of more than one cut has also been tested and the final implemented set of cut
values is that for which significance asdB are optimal.

5.3.5.6. Results. The number of analysed events, selection efficiencies with the
corresponding number of expected events and the signal significance are reported in
Tables5.29for the all-hadron decay channel. Both working points are considered.

5.3.6. Discussion of systematic uncertainties

5.3.6.1. Estimation of “standard” CMS systematicsThe uncertainties in various quantities,
given the knowledge of the CMS experiment at the time of writing this note, are considered
first. These differ from what they are expected to be after CMS has collected é®flata.

In keeping with other CMS analyses, the following “standard” sources of systematic error
are considered:

e Jet energy scale (JES) (3% to 10% dependingdn
e Jet resolution (10%).

e b-jet and c-jet tagging efficiencies (4%).

e uds-jet tagging efficiencies (10%).

e Luminosity (3%).
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Table 5.29. Analysed events, selection efficiency, number of expected events and signal
significance in 60 fol for the all-hadrontH channel for 2 different working pointgjpose and
gtight- The numbers refer to the full mass range.

#analysed  gioose(%) N 60T egignt(%) N 60 b
ttH (115) 49636 2.32£0.07 347+ 10 0.294+ 0.015 441 4
ttH (120) 163494 2.58 0.04 314+ 5 0.3664 0.024 45+ 2
ttH (130) 43254 2.86:0.08 214+ 6 0.3584+ 0.029 272
tthb 203135 0.702 0.019 1190k 31 0.0645+ 0.0056 109t 9
i 1031551 0.0084- 0.0009 860 92 0.0005+ 0.0002 49+ 22
tt2] 559111 0.0333: 0.0024 2000k 150 0.0009+ 0.0004 54+ 24
3] 68015 0.079 0.011 1910+ 260 0.0015+ 0.0015 35+ 35
tt4] 97334 0.182+ 0.014 6660+ 500 0.0021+ 0.0015 75k 53
Vaii 80226 0.358+ 0.021 121+ 7 0.0312+ 0.0062  11+2
qcd170 264310 0.0238 0.0030 481Gt 610 0.0004+ 0.0004 76+ 76
qcd120 55128 0.001#% 0.0018 83+ 83 0+0 < 95(68%C.L.)
Total Backgr. 17600 < 505
S/+/B (115) 2.6 2.0
S/B (115) 2.0% 8.7 %
S/+/B (120) 2.4 2.0
S/B (120) 1.8% 8.9 %
S/+/B (130) 1.6 1.2
S/B (130) 1.2% 5.4%

It is assumed that the systematics listed above are uncorrelated. Each source is varied
independently which produces a change in the selection effici@a@nd the corresponding
change in expected event yieldd\Ny (X = ttH, tt1j, ...) for the signal and background.

A very detailed breakdown of the various sources of systematic uncertainties and the
methods of how they are computed for all the background and signal samples is available in
Reference [160]. In Tablé.30, the systematic uncertainties are propagated to the expected
signal significance for “tight” and “loose” working points.

5.3.6.2. Background rates from dataThere are relatively large theoretical uncertainties

in the cross-sections used to normalise the signal yields [E#],even larger theoretical
uncertainties in those used for the-jets backgrounds [168]. These have not been included

as part of the systematic errors considered above, because when the CMS experiment reaches
maturity, estimating thettjets background directly from data ought to be possible. In this
way, the uncertainty associated with Monte Carlo derived tagging rates are avoided entirely.
For example, the number of mis-taggégjets which can be factorised as follows:

0= Ny 9 x Pr(uds— b; Er, 7, ...)
whereNt'%‘j’.’“’lg is a high purity (e.g. fully reconstructed with a mass window) top sample that
has been obtained without requiring b-tagging &rduds— b; Er, 1, ...) is a parameterised

“fake matrix” that is derived from some independent dataset (e.g. dijet data) which yields the
probability for a light quark jet to fake a secondary vertex. It may also be possible to derive
this fake matrix from the top sample itself. If a high-purity (e.g. double-tagged and fully
reconstructed) semi-leptonic top sample were selected, the jets belonging to the h&dronic
would provide a source of both light quark and charm jets. From these data, a measurement
of the corresponding uds-tag and c-tag rates at the relevant energy could be directly obtained.



1166 CMS Collaboration

Table 5.30. Significance before and after taking into account the uncertalfyin the total
number of background events due to systematics.

muon S/B S/VB S/v/B+dB2 dilepton S/B S/VB S/v/B+dB2
Lbsele> 0-55(30059) 4-7 jets, 3-4 b'tagged I(ﬁJS&‘)

ttH (115) 0.052 2.2 0.20 ttH (115) 0.018 1.8 0.10

ttH (120) 0.041 1.8 0.15 ttH (120) 0.015 1.4 0.08

ttH (130) 0.030 1.3 0.11 ttH (130) 0.009 0.9 0.05
Lbsele> 0.75(aight) 4-6 jets, 4-6 b-tagged fgnt)

ttH (115) 0.108 2.0 0.44 ttH (115) 0.069 1.4 0.42

ttH (120) 0.082 1.6 0.34 ttH (120) 0.045 0.9 0.27

ttH (130) 0.060 1.1 0.24 ttH (130) 0.029 0.6 0.18

electron S/B S/VB S/v/B+dB2 hadron S/B S/'VB S/~/B+dB2
Lpsele> 0.55(800s¢) Working Pointejgose

ttH (115) 0.051 1.8 0.20 ttH (115) 0.020 2.6 0.07

ttH (120) 0.044 1.6 0.17 ttH (120) 0.018 2.4 0.07

ttH (130) 0.030 1.1 0.12 ttH (130) 0.012 1.6 0.05
Lbsele> 0.75(gight) Working Pointetignt

ttH (115) 0.086 15 0.37 ttH (115) 0.087 2.0 0.22

ttH (120) 0.072 1.2 0.31 ttH (120) 0.089 2.0 0.22

ttH (130) 0.052 0.9 0.22 ttH (130) 0.054 1.2 0.13

5.3.7.Combined significance

Since the event samples for the channels studied in this note are strictly disjoint, the results
can be combined by simply adding the individual signal yields (background yields) to obtain
a summeds(B).

For each of the considered systematics, the resultant error in background yields are added
for all four channels, since they are by definition fully correlated. The summed errors are then
added by quadratures to get a combined systematic uncertiht®ne then calculates the
significance, inclusive of systematic uncertainties in the background yield, according to the
formulaS/~/B +dB2.

It is of interest to see how much better the results have the potential to be at tighter
working points for the various analyses. Since the systematic uncertainties are not well
quantified at these “tight” working points, because of a lack in Monte Carlo Statistics, the
same uncertainties as for the “loose” working points are used to reduce spurious statistical
effects. This procedure can be justified by the observation that the impact of the b-tagging and
uds-mistagging uncertainty is smaller at the “tight” working points and the JES uncertainty
becomes dominant. Since the “tight” working points are defined by stronger b-tagging cuts,
while keeping theEr cuts constant, no major change in the relative systematic uncertainty
is expected. A more detailed study of the systematic error at the “tight” working points for
samples with enough Monte Carlo Statistics is available in Ref. [160].

It is difficult to predict at this time exactly what will be the level to which the backgrounds
can be understood, because the tools required are not yet in existence and because this
understanding requires real data. In view of this, it is interesting to consider how the combined
significance of the measurements presented in this note would vary as a function of the
fractional uncertainty in background cross-sections, i.elBigey/ B.

The solid central line in Figure5.17 shows how the combined significance
S/\/B+(d Bsystd Bsed? degrades as a function dfByse¢/ B. The signal and background
yields for the tightest working pointsNg, in Table 5.27, Table5.28 and Table5.29)
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Figure 5.17. Expected range of combined significance (dilepton + semi-leptonic + all-hadron, and
includes the systematic uncertainties estimated in Sebt®6.1) versus an additional systematic
uncertainty on the background cross-section as a fraction of total background. (Left) Results for
the “loose” working points. (Right) Results for the “tight” working points.

Significance
Significance

02 0.3
dB

Figure 5.18. Expected range of combined significance (dilepton + semi-leptonic + all-
hadron) versus the total systematic uncertainty in background as a fraction of total background.
(Left) Results for the “loose” working points. (Right) Results for the “tight” working points.

are used in the right side of FiguEel7, because these give the best results after inclusion
of systematics.

Other than this “fundamental” cross-section uncertainty, there is also the “correctible”
errors in the cross-sections used at the time of writing, which can be compensated for once
data has been collected. The upper and lower dashed curves in Eigjasbow the maximum
and minimum allowed excursions, should the signal and background cross-sections be off by
10% and 20% respectively. Thus the upper (lower) dashed line corresponds to the signal
cross-section scaled up (down) by 10% while at the same time the background cross-section
is scaled down (up) by 20%.

It is also of interest to see how much better the analyses could do if the total systematic
uncertainty can be reduced (i.e. the region left of zero in Figui&). Hence, Figuré.18
shows the full range of obtainable significances, with the dot marking the currently estimated
value with no cross-section uncertainty (-8 Bsys). The star corresponds to what one
would obtain for 1% and 4% uncertainties on tfidjtand tbb backgrounds, respectively,
an arbitrarily chosen reference. It is interesting to note that it does not quite yield a substantial
significance, even though background uncertainties of 1% and 4% Nprahd tbb are
probably substantially better than what will be accessible in reality. This highlights the
challenge that is faced in observirtgit
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Chapter 6. Physics Studies with Heavy lons
6.1. Benchmark ChannelPbPb - QQ+X — p'p~+X

Themeasurement of the charmoniugdy{/, v) and bottomonium (Y, 1, Y”) resonances in
PbPb collisions at/syn = 5.5 TeV provides crucial information on the many-body dynamics

of high-density QCD matter. First, the step-wise suppression of heavy quarkonia production
is generally agreed to be one of the most direct probes of Quark-Gluon-Plasma formation.
Lattice QCD calculations of the heavy-quark potential indicate that colour screening dissolves
the ground-state charmonium and bottomonium stakgg, and Y, at Tgiss~ 2 Terit and 4

Terit, respectively. While the interest of charmonia production studies in heavy-ion collisions
is well established from measurements done at the SPS and at RHIC, the clarification of
some important remaining questions requires equivalent studies wffdumily, only possible

at the LHC energies. Second, the production of heavy-quarks proceeds mainly via gluon-
gluon fusion processes and, as such, is sensitive to saturation of the gluon density am low-
the nucleus (“Colour Glass Condensate”). Measured departures from the expected “vacuum”
(proton-proton) quarkonia cross-sections in PbPb collisions at LHC will thus provide valuable
information not only on the thermodynamical state of the produced partonic medium,
but also on the initial-state modifications of the nuclear parton (especially, gluon)
distribution functions.

This first CMS heavy-ion physics analysis focuses on the measurement of the heavy-
quarkonia cross-sections in PbPb collisions,&yn = 5.5TeV, via their dimuon decay
channel. The generation of realistic signals and backgrounds, the dimuon reconstruction
algorithm and the trigger, acceptance and efficiency corrections are discussed. The obtained
dimuon mass resolutions, the signal over background as well as the expected yields in one-
month PbPb running are presented. An example vf-a u*u~ event embedded in a PbPb
collision is shown in colour plat€P9.

6.1.1. Simulation of physics and background processes

The relatively lowY production rates (#0~* per PbPb event) and the large number of
particles to track in heavy-ion collisions make it very expensive computationally to use
a full nucleus-nucleus event generator (such as NG [169]) with detailed detector
simulation and reconstruction to obtain a statistically significant sample of signal events.
Instead, a combination of fast and slow simulations are used in this analysis. The input
signal and backgrounds are obtained from realistic distributions: NLO pQCD for heavy-
quark production processes, amainG for the soft background, constrained by extrapolations
from lower energy heavy-ion data. A full detector and trigger simulation plus reconstruction
are carried out for a few fOevents with single and pair particles of the different types
and the corresponding response functions (acceptances, resolutions, efficiencies, etc) are
parameterised in a fast MC, used to obtain the final fully corrected yields. The response
functions are cross-checked by comparing the final dimuon spectra obtained with the fast
MC against 5< 10° PbPbuuinG events fully simulated and reconstructed in the detector.

The quarkonium production cross sections in PbPb are obtained from NLO pp
calculations at,/s=5.5TeV made in the colour evaporation model (CEM) [170], using
MRST PDF modified with the EKS98 prescription for nuclear shadowing [171], with
renormalisation and factorisation scales = ir = Mg, and scaled byA? (A = 208 for Pb).

The resulting (impact-parameter averaged) inclusive quarkonia production cross sections are:
B..ogg =49 000, 900, 300, 80, 45b for I/, ¢', T, X', andY", respectively. The NLO
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double-diferentiald?s/d p;de distributions ofJ/y andY are also used for the other states
within each quarkonium family.
The two main sources of background in the dimuon invariant mass spectrum are:

1. Uncorrelated decays otharged pions and kaons, which represent about 90%
of the produced charged particles. This source was simulated using input pion
and kaon d?N/dp;dn distributions from muiNG, absolutely normalised to give
d Ncn/dn|,=0 = 2500(low) and 500Qhigh) multiplicities in central PbPb. Both cases are
conservative (“pessimistic™) estimates, since extrapolations from RHIC data indicate that
d Nen/dnl|,—0 &~ 2000 at the LHC.

2. The other source of background muonsa@pen heavy flavour(D, B mesons) decaying
a few mm away from the interaction vertex. The probability to produce at least one muon
at the end of the decay chain of charm (bottom) quarks 18% (38%) according to
pyTHIA 6.025. The double differentialpf, n) cross-sections are obtained from pp NLO
calculations (with CTEQ5M1 PDF, andr = ur = Mq), which giveo 5 = 7.5, 0.2
mb [170], scaled by the nuclear overlap functidiipppp(b=0fm)) =30.4mb?, to
obtain the expected yields in central PbPb collisions.

A fast MC simulation equivalent to 5.0’ PbPb events has been carried out
superimposing the decay dimuon from the five quarkonium resonances on top of the
background from the combinatorial decayswoK and open heavy flavour. Each muon track
(with a given momentum, pseudorapidity, charge and origin) is weighted by a factor that
takes into account the corresponding detector acceptance, as well as trigger and reconstruction
efficiency for the two event multiplicities considered (see next section).

6.1.2. Reconstruction and analysis

6.1.2.1. Dimuon trigger and acceptanceThe response of the CMS detector to muons

(as well as long-lived punch through pions and kaons reaching the muon chambers) is
parameterised by 2-dimensiong) n acceptance and trigger tables. The particles are fully
tracked in CMS usingseant4 from the vertex to the chambers. Each track is accepted

or rejected according to the Level-1,2 heavy-ion dimuon trigger criteria [7] and the
corresponding efficiencies, ;" (p, 7) ande;¢"*(p, ), are computed. Trigger efficiencies

are of the order 0~90% for thoseu reaching the muon chambers. ThHe¢y and T
acceptances are shown as a functiorpefin Fig. 6.1, for twon ranges: full detector and
central barrel. Because of its relatively low mass, low energy’s (pr <4 GeV/c) cannot

be detected since their decay muons don’t have enough energy to traverse the calorimeters
and they are absorbed due to ionisation losses before reaching the muon chambers. For larger
pr values thel/yr acceptance increases and flattens out H6% for pr 12GeV/c. TheY
acceptance starts at40% atpr = 0 GeV/c and remains constant at 15% (full CMS) or 5%
(barrel) for pr >4 GeV/c. Thepr-integrated acceptance is about 1.% for the/ and 21%

for the Y as obtained from our input theoretical distribution.

6.1.2.2. Dimuon reconstruction efficiency, purity and mass resolutidhe dimuon
reconstruction algorithm used in the heavy-ion analysis is a version of the regional track finder
based on the muons seeded by the muon stations and on the knowledge of the primary vertex,
as described in [172173]. It is adapted to deal with the high hit occupancy of the silicon
tracker in PbPb collisions. It uses the muon tracks found in the innermost muon stations to
identify hits in the outer CMS tracker layer that can form the starting points (seeds) for the
matching muon candidate tracks. The propagation in the tracker is performed from the outer
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Figure 6.1. J/v (top) andY (bottom) acceptances as a functionpgf in the full detector (barrel
and endcapy| < 2.4, full line) and in the barrel alone (|% 0.8, dashed line).
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Figure 6.2. Y reconstruction efficiency (left) and purity (right) as a function of the PbPb charged
particle rapidity densityd Ncn/dnl,—o.

layer towards the primary vertex, using two-dimensional parametrisation in the transverse
and longitudinal planes. The final fit of trajectories is performed with a Kalman-fitter.
The efficiency of a given muon pair iS¢pair (P, 1) = €track, X Etrack, X Evertex- T1he
dependence of th& reconstruction efficiency on the event multiplicity was obtained from

a full GeanT simulation usingY" signhal dimuon embedded inying PbPb events. Figuré.2

shows ther efficiency and purity (where purity is defined as the ratio of ftueeconstructed

over all Y reconstructed) as a function of charged-particle multiplicity. In the central barrel,
the dimuon reconstruction efficiency is above80% for all multiplicities, whereas the
purity decreases slightly witd N.,/dn but stays also above 80% even at multiplicities as
high asd N¢n/dn|,—0 = 6500. If (at least) one of the muons is detected in the endcaps, the
efficiency and purity drop due to stronger reconstruction cuts. Nonetheless, for the maximum
dNen/dnl,—0 &~ 2500 multiplicities expected in central PbPb at LHC, the efficiency (purity)
remains above 65% (90%) even including the endcaps.
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Figure 6.3. Dimuon mass distributions measured withiim < 2.4 for PbPb events with
dNcn/dnl,—0 = 5000 in theJ/y (left) and T (right) mass regions. The main contributions of
the background are shown in the top panéls(b stand forz + K, charm, bottom decay muons
resp.), while the bottom panels also show the like-sign pairs (combinatorial background).

If we only consider muon pairs in the central barrg}| < 0.8, the dimuon mass
resolution is~54 MeV/& at theY mass, as obtained from a Gaussian fit of the reconstructed
wi min, distribution (using a detailed MC simulation but without background). In the full
pseudorapidity range, the dimuon mass resolution amountd %: 35MeV/¢ at the /v
mass, and 86 MeV fcat the Y mass. These dimuon mass resolutions (the best among the
LHC experiments) allow for a clean separation of the different quarkonia states. These values
are used to smear the dimuon mass distribution in the fast MC studies.

6.1.3. Results

About 5x 10’ PbPb collisions were simulated. Muons passing the acceptance tables are
combined to form pairs and each pair is weighted according to the trigger and reconstruction
efficiencies (dependent on the momentumpurity and event multiplicity). Their invariant

mass is calculated and smeared as described in the previous section. The obtained dimuon
mass distributions are then scaled to 0.5hbcorresponding to the PbPb luminosity
integrated in one month with average luminodity= 0.4- 10?”cm~2s! and 50% machine
operation efficiency. Figure6.3 shows the resulting opposite-sign mass distributions, for
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Figure 6.4. Signal dimuon mass distributions after background subtraction id tiie(left) and
T (right) mass regions expected after one month of PbPb running. Top paneéNdgfdn|,—o =
5000 andjn| < 2.4 (“worst” case conditions); bottom panels Ncn/dn|,—o = 2500 andn| <
0.8 (“best” measurement conditions).

the high multiplicity case,d Nen/dn],—0 = 5000 and full acceptandg < 2.4). The different
quarkonia resonances appear on top of a continuum due to several combinatorial background
sources, the main ones being identified in the upper plots §ndb stand forr + K, charm

and bottom decay muons, respectively). Since the CMS trigger and acceptance conditions
treat opposite-sign and like-sign muon pairs in the same way, the uncorrelated background
can be subtracted using the like-sign pak$? = N*~ —2/N** N——, shown also in the
bottom panels of Fig6.3.

Figure 6.4 shows thesignal dimuon mass distributions, after background subtraction,
for two different scenariosd Ncn/dnl|,—0 = 5000, |n| < 2.4 (“worst” case conditions); and
dNcn/dnly,=0 = 2500, || < 0.8 ("best” case). Except for th¢', all quarkonia states are
clearly visible. The corresponding signal-to-background ratios and yields (counted within 1o
of the resonance peaks) are collected in the Taldléor one month of PbPb running.

6.1.4. Conclusions

With its very broad muon acceptance and precise tracking, CMS will provide significant
contributions to heavy ion physics at the LHC. Studies of quarkonium production in PbPb
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Table 6.1. Signal-to-background ratios and expected quarkonia yields in one month of PbPb
running (0.5 nb~! integrated luminosity) for two multiplicity scenarios and twaevindows.

dNch/dnly=0, An S/B N@/¥) S/B N(T) N(Y") N(Y")
2500, || < 2.4 1.2 180000 0.12 25000 7300 4400
2500,|| < 0.8 45 11600 0.97 6400

5000, ]3| < 2.4 0.6 140000 0.07  20/000 5900 3500
5000,|5| < 0.8 2.75 12600 052 6000

collisionsat ,/syn = 5.5 TeV, will provide crucial information on the thermodynamical state
of QCD medium formed in these collisions, through the expected step-wise “melting” pattern
of the different QQ statesdue to colour screening. These results will also be sensitive
to modifications of the lowk nuclear parton distribution functions, as expected in case of
gluon saturation.

CMS can reconstruct the charmonium and bottomonium resonances, via their dimuon
decay channel, with high efficiencies §8%), good purity (-90%) and a very good dimuon
mass resolution (54 MeV#cat theY mass), when both muons are detected in the central
barrel (|71 < 0.8), even in the case of exceptionally high multiplicities (g }dl#|,—o =~ 5000).
When considering the full pseudorapidity region|(+y2.4), the mass resolution becomes
~86MeV/c at theY, and 35MeV/¢ at the J/v, with ~ 50% dimuon reconstruction
efficiencies. Thér states can be measured all the way dowprte 0 GeV/c with acceptances
as large as 40%, while the lower rest mass ofiji¢r state and the large amount of material
in the calorimeters absorbs “low” energy decay muons and prevents from mea3dyiirg
below pr ~ 4 GeV/c. At highpr (above~12 GeV/c for thel /v and~4 GeV/c for theY)
the dimuon acceptance flattens out at 15%.

The large aperture of the muon detectors and the precise tracking result in a very good
separation between th@Q statesin the dimuon mass distributions, and in relatively high
statistics and good signal to background rati8g ~ 1(5), S/B ~ 0.1(1) for J/v and
Y resp. in the full (central) rapidity range). After one month of PbPb runrih§nb?)
we should collect~180000J/y and ~250007Y dimuon, enough to compare central and
peripheral PbPb collisions, and to carry out some differential studieydg/NdN/dp;)
which will surely contribute significantly to clarify the physics mechanisms behind the
production (and “destruction”) of quarkonia states in nucleus-nucleus collisions at the LHC.
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Part Il. CMS Physics Reach
Chapter 7. Physics of Strong Interactions
7.1. QCD and jet physics

7.1.1. Introduction

With the start-up of LHC, a new domain of energy will be explored and an extrapolation of
our current knowledge in the form of the Standard Model may not be sufficient to describe
the new measurements. Even in a first data-taking phase with a rather low luminosity, studies
of jet physics in the framework of quantum chromodynamics (QCD) will allow to check our
current theory against the new data.

Figure 7.1 presents the decomposition of the total jet cross section into the partonic
processes fopp collisions at the Tevatron andp collisions at the LHC in dependence of
the scaling variabler = 2pr/4/s, and illustrates the differences in cross section contributions
of the PDFs compared to measurements possible today. 'V Eighe expected statistical
uncertainties on differential cross sections for all rapidities are presented for a pilot run with
0.1 fb~* and for a first physics run with 10 8. Trigger pre-scales are taken into account. The
figure demonstrates that already in the pilot run high statistics will be available up to 1.5 TeV
of transverse jet energy.

On the one hand, the measured data have to be corrected for detector effects using fully
simulated events. Also, an energy calibration has to be performed on the reconstructed jets
which ideally is extracted from data as well, but can also be done employing Monte-Carlo
methods. On the other hand, for the theory predictions, which are most precise with respect
to the hard parton-parton scattering amplitudes, effects of soft physics modelled in the form
of parton showers and hadronisation models with subsequent decays have to be taken into
account. Once this is done, parameters of the current theory can be cross-checked or improved
in precision by comparing the measured hadronic final state with the corrected theoretical
predictions.

7.1.2. Jet algorithms

In order to re-establish a link between the observed particles that appear as collimated streams
of hadrons in the detector and the hard process, algorithms are defined to group particles that
are supposed to come from the same hard parton into jets. The required ingredients of such
a jet algorithm are a distance measure to define the separation between objects, a procedure
how to decide when objects are to be combined and a recombination scheme explaining how
to combine objects. In addition, it has to be specified how the list of input objects has been
determined.

Two principal types of algorithms are in common use: Cone type algorithms [174] that
traditionally have been employed in hadron-hadron collisions where objects are clustered
together that are close in angle around a high-energetic seed, and clustering algorithms where
iteratively objects are combined that have the smallest distance of all pairwise combinations
possible. The latter have predominantly been usetien ande® p collisions, first in the form
of the Jade algorithm [173,76] and nowadays &g algorithm [177].

Both algorithms applied in this study use an angular distance measure based on
the azimuthal angled and, instead of the pseudo-rapidity the true rapidityy = 0.5
In((E + p;)/(E — p;)) which has become an established standard in recent publications
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[178,179]. The distance between two objectnd j hence reads

AR = /(A )2+ (Ajjy)2.
In addition, the most frequently used recombination scheme, the E scheme, implying a
simple four-momentum addition, is employed in both cases.

Two types of jet algorithms are used here. The main results have been achieved with
the kr algorithm defined below, some cross checks have been performed with the midpoint

(7.1)
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conealgorithm:

1. Iterative clustering-type: Inclusive algorithm [180] with

ARE
D2

« Distances are evaluated according to R scheme, i.ed;; = min(p?;, p%j)
with Rj asin Eq.7.1
e Jet resolution paramet& = 1.0
2. Cone-type: Midpoint cone algorithm [18132] with:

e Cone radiufk = 0.7, all objects within a cone have to fulfili. < Rwith clabelling
the four-vector of the current cone.

e Overlap thresholdfmerge= 0.50, i.e. overlapping cone jets are merged when they
share more than 50% of the energy in the less energetic cone

e Search-cone radius fractiofyearch= 0.5, i.e. the first step to find the stable cones
(before any splitting/merging is done) is performed with a smaller radidg®f,,

Concerning thé algorithm, a jet resolution parameterDf= 1.0 is, from a theoretical
point of view, best comparable to a cone algorithm wRhk=0.7. In order to reduce the
sensitivity to the underlying event, it is advantageous to reduce the jet resolution parBmeter
or the cone radiuR, respectively.

Note that primarily due to the limited choice of available jet energy calibrations the
definition of the midpoint algorithm above has been selected. It does not exactly correspond
to the definition given in [181] but to a modified one [182] that is in use by the CDF
collaboration [178]. There have been indications that this algorithm leads to an infrared
sensitive behaviour [183], so it is recommended to use the original definition of the midpoint
algorithm without extra search cone radius.

7.1.3. Trigger scheme, event selection and phase space

The level one (L1) and the high level triggers (HLT) required for this analysis are the single-
jet triggers which are described in more detail in Section E.4.3.2. QCD jet production has, by
several orders of magnitude, the largest cross section, but in contrast to most other analyses
QCD jet events are the signal here. Therefore, the sole other selection requirement for this
study demands all jets to have a transverse momentum larger than 50 GeV. The available
phase space is then subdivided into 17 ranges in transverse mompptamd five ranges in
rapidity y, where the focus is mostly on the central region up to 2.5 in rapidity.

7.1.4. Input data

The analysed events were generated wittraia [184] and subsequently subjected to

the full GeanT-4 based CMS detector simulation and reconstruction programs. Following
the analysis setup presented in the Introductidnl, four classes of input objects to the jet
algorithms have been considered: The initial partons of the hard interaction, partons after
parton shower (partonic final state, PFS), all stable particles of the hadronic final state (HFS)
other than muons or neutrinos and calorimeter towers. The calorimeter towers fulfilling the
requirement& > 0.8 GeV ander > 0.5 GeV were subjected to the same jet algorithms as the
generator particles. If necessary, a matching of generator and calorimeter jets was performed
by looking for the pairs closest to each other in distathee /(A ®)2 + (An)2.
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7.1.5.Jet energy calibration

The jet energy calibration has been performed with a MC calibration method implying
calibration factors that are applied on a jet by jet basis to the calorimeter jets depending
on pseudo-rapidity; and transverse momentupgy. The alternative data based technique

of gamma-jet calibration, where jet transverse energies are measured against recoiling high
energetic photons could not yet be employed for this study.

7.1.6. NLO calculation

In order to compare to theoretical predictions of perturbative QCD, calculations of at least
next-to-leading order (NLO) precision are required. Here, the prognaseeT++ [185] is
employed for the NLO calculation. However, since precise computations in NLO are very
time consuming, a more efficient set-up in the form of the fastNLO project [186] is used
which allows the fast rederivation of the considered cross section for arbitrary input PDFs and
ag values. This is done by separating the PDF dependency from the hard matrix element
calculation by interpolating the PDFs between fixed support points in fractional proton
momentumx so that the PDF dependency can be evaluated a posteriori from one complete
calculation.

Note that neitheryraia nor cLoser++ contain electroweak corrections which may
change highpr cross sections from 1 TeV onwards by up to 30287]. Insofar this study
is consistent, but before comparing to real data this has to be taken into account.

7.1.7. Experimental and theoretical uncertainties

From the experience at the Tevatron [1188,189], it is known that the jet energy scale
with an uncertainty of 3% represents by far the dominant source of uncertainty fophjgh
cross sections. Similarly, PDF uncertainties lead to the dominant uncertainty of the jet cross
sections from the theoretical side.

According to CMS studies the jet energy scale in this analysis has been varie8%y
in order to estimate the impact on the cross section determination. FHigijpeesents on the
left hand side the corresponding relative experimental uncertainty on the jet cross section for
three regions in rapidity. Starting at about 15% at lpwit rises up to about 50% at higbyr
for central rapidity. In the two non-central rapidity regions the uncertainties are of comparable
size below about 1 TeV of transverse momentum, but get considerably larger for pigher
In general, a similar behaviour as expected from Tevatron results is observed.

By evaluating the cross section calculation for the error set of the CTEQ6M [12] PDFs
the ensuing theoretical uncertainty as shown infigon the right hand side could be derived.
It is of the same order of magnitude as the energy scale uncertainty and rises from about 5%
for low transverse momenta with a minimum of 3%at200 GeV up to + 65% and 30% at
the highest transverse momenta for central rapidity.

7.1.8. Summary and outlook

The dominant experimental and theoretical uncertainties on the differential inclusive cross
sections of jets with high transverse momentum ranging from 80 GeV up to 4000 GeV have
been investigated. A variation €f3% in the jet energy scale results in an uncertainty of the
derived jet cross sections of 15% at low transverse momenta, increasing up to about 50% at
the highestpr for central rapidity. The theoretical uncertainty due to the parton density
functions of the proton has been found to be of the same order of magnitude and rises from
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Figure 7.3. Relative systematic uncertainties of the jet cross sections fdgtladgorithm versus

pr due to a change in energy scalett8% for three bins in rapidity (left). The error bars represent

the statistical uncertainty. On the right hand side, the relative uncertainties due to an evaluation of
the error sets of the CTEQ6M [12] PDFs are shown for the same regions in rapidity.

about 5% for low transverse momenta with a minimum of 3%<&00 GeV up to +65%

and —30% at the highest transverse momenta. For higher rapidities both uncertainties are
considerably larger. The results shown have been derived witkrthet algorithm, similar
values were obtained with the midpoint cone algorithm.

For transverse momenta below about 500 GeV further sources of uncertainties may
give significant contributions to the total uncertainty, e.g. corrections due to pile-up, the
underlying event and multiple interactions or hadronisation. Theoretical contributions due
to scale variations are of the order of 5% (10% for transverse momenta larger than 3 GeV) for
rapidities y below 1.5. Above a rapidity of 1.5 they might be larger especially at the edge of
the phase space. In addition, contributions dued@nd electroweak corrections have to be
included before comparing to real data.

In the future, it will be possible to run simultaneous fitsegf and the parton density
functions, especially the gluon density at highto the data. To be less sensitive to the
jet energy scale other jet related quantities, e.g. jet rates, will be considered. By including
other processes into the fit procedure, like W/Z production as a luminosity measure or Drell—
Yan reactions to fix the low gluon density, powerful combined PDF fits to the data of one
experiment will become possible.

7.2. Underlying event studies

7.2.1. Definition of the physics process and status of the art

The “Underlying Event” (UE) in a hard scattering process is everything accompanying an
event but the hard scattering component of the collision. A CDF analysis 1240 .showed

that the density of particles in the UE of jet events is about a factor of two larger than the
density of particles in a typical Minimum Bias (MB) collision. At the LHC the difference
might be even larger.
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Hard scattering collider events have a distinct topology and one can use the topological
structure of the collision to define regions of the- ¢ space that are sensitive to the UE
components of the interaction. By comparing different processes such as high transverse
momentum jets, “back-to-back” dijet production, or Drell-Yan, one can partially isolate the
various components contributing to the UE.

Multiple parton interaction (MPI) models [192], extending the QCD perturbative picture
to the soft regime, turn out to be particularly adequate to describe the physics of the UE. In the
framework of these models one can regard the observed differences between the UE in a hard
scattering process and a MB collision as the effect of the increased probability of partonic
interactions for small impact parameter hadron-hadron collisions: one hard scattering implies
a small impact parameter collision which makes it more likely that an additional parton-parton
interaction will occur. Also, a hard scattering promotes initial and final state gluon radiation
which inevitably contributes to the UE.

Examples of MPI models are implemented in the general purpose simulation programs
PYTHIA [69], simmy [193], andsHERPA [194]. Other successful descriptions of UE and MB
at hadron colliders are achieved by alternative approachestikeT [195], which rely on
both perturbative QCD and the Dual Parton Models (DPM). The purely phenomenological
description available imiErwic [196] provides a very useful reference of a model not
implementing multiple interactions.

The QCD models considered in this study are different settings, called tunes, of relevant
parameters imERWIG andpryTHIA 6.2. One of theeyTHiA tunes is the ATLAS tune [197] and
the other (PY Tunes DW) is a tune by R. Field which is similaptonia Tune A [198]. All
these tunes use the CTEQSL parton distribution functions. Details of the settings are given in
reference [199].

Both Tune A and Tune DW fit the CDF Run 1 and Run 2 UE data [19Q]. Tune DW
also fits the CDF Run Z-boson transverse momentum distribution [200]. Both Tune A and
Tune DW use the same multiple parton interaction energy dependence parameter PARP(90)
= 0.25, while the ATLAS tune uses the default value of 0.16.

The analyses summarised in this section are described in detail in reference [199].

7.2.2. Underlying event observables discussed for charged jet events

Charged jets are constructed from the charged particles using a simple clustering algorithm
and then the direction of the leading charged particle jet is used to isolate regignrs#®f
space that are sensitive to the UE. As illustrated in Fig, the direction of the leading
charged particle jet, chgjetl, is used to define correlations in the azimuthal anrgldhe

angle A¢ = ¢ — dengjera is the relative azimuthal angle between a charged particle and the
direction of chgjetl. The “transverse” region is almost perpendicular to the plane of the hard
2-to-2 scattering and is therefore very sensitive to the UE. We restrict ourselves to charged
particles in the central regiom| < 1 and consider twar thresholds, the nominal CMS cut

pr > 0.9GeV/c and a lower threshold wigly > 0.5 GeV/c.

Figure 7.5 shows the QCD Monte Carlo models predictions for the average density of
charged particlesd Neg/dnde, and the average chargd®iTs,m, density, d P Tsym/dnde,
respectively, in the “transverse” region far < 1 with pr > 0.5GeV/c andpr > 0.9GeV/c
versus the transverse momentum of the leading charged particle jet. The charged particle
density is constructed by dividing the average number of charged particles per event by the
area inn — ¢ space (in this case 47 /3). The chardeidls,m density is the averagecalar pr
sum of charged particles per event divided by the areg-irp space.
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Figure 7.5. QCD Monte Carlo models predictions for charged particle jet production at 14 TeV.
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in the “transverse” region versus the transverse momentum of the leading charged particle jet for
pr > 0.5GeV/c (C) andpr > 0.9 GeV/c (D). The QCD models areerwiG and twopYTHIAG.2

tunes described in the text.
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Dueto the multiple parton interactions tleeTHIA tunes rise rapidly and then reach an
approximately flat “plateau” region. At very highr (chgjetl) they begin to rise again due to
initial and final state radiation which increases as@fescale of the hard scattering increases.
HERWIG has considerably fewer particles in the “transverse” region and predicts a steady rise
resulting from initial and final state radiation. The ATLAS tune predicts a larger charged
particle density thamyrHia Tune DW for pr > 0.5 GeV/c. However, the ATLAS tune and
Tune DW have similar charged particle densities fpr> 0.9 GeV/c. This is because the
ATLAS tune has a “softer” charged partictg distribution than Tune DW.

7.2.3. Feasibility studies

Here we concentrate on the UE measurement that will be performed in nominal CMS
conditions at low luminosity [199]. All the studies presented in this section have
been obtained applying theeant-4 based simulation and reconstruction chain of the
CMS experiment.

Events corresponding to Drell-Yan dimuon pairs and leading QCD processes with
superimposed low luminosity pile-up have been generated mvithira 6.2 in different pr
regions. The relevantytaia 6.2 parameters adopted by CMS in simulation production are
documented in [201]. The triggers used to collect Jet and Drell-Yan samples are described in
reference [76].

Charged track reconstruction uses the Combinatorial Track Finder [202]. The default
algorithm allows to reconstruct tracks wih above 0.9 GeV/c. However, the same algorithm
can be used in special conditions (with reduced thresholds for the seeds) achieving reasonable
performances down to 0.5 GeV/c [199]. For< 1, a reconstruction efficiency better than
90% and a fake rate below 1% are quoted for charged trackspwittbove 0.7 GeV/c.

7.2.3.1. The underlying event as observed in charged jet evenle track-based
measurement for the scale of the leading interaction allows to keep an acceptable resolution
for jet energies below 20 GeV, where the calorimetric measurement is dominated by large
systematic uncertainties.

In principle MB could be studied from any data selection, getting rid of the leading
pp interaction and performing the reconstruction of all the primary vertices from all the
other piled-uppp interactions. However, this methodology turns out to be challenging as
the resolution on the position of thep vertices degrades when lowering the topal of
the associated charged tracks. In this study an MB trigger is defined requiring at least a
calorimetric jet of pr > 20GeV/c. In order to combine the measurements performed at
different leading charged jet scales, on top of the MB trigger, two additional triggers based on
the pr of the leading high level trigger jet are adoptexd:> 60 GeV/c andpr > 120 GeV/c,
which will be referred to as JET60 and JET120. Jets are reconstructed with an iterative cone
algorithm of radius 0.5 in the pseudorapidity-azimuth space.

Tracks arising from the piled-up interactions are suppressed requiring the extrapolated
coordinate along the beam axis to be inside 1 mm with respect to the primary vertex associated
to the leading charged jet. The selection of fheinteraction with the highespr charged
jet tends to create a small bias on the MB sample, reducing the statistics available at very
low Pr (chgjetl).

The definition of the main UE observables have been introduced in Sétfiah The
density of charged particlesNchg/dnde, and the charged Tsym density,dPTsym/dndée,
with pr > 0.9 GeV/c andn| < 1 in the “transverse” region are reported in Fig6. Bins of
2 GeV/c are used up tBy (chgjetl)= 20 GeV/c and bins of 10 GeV/c above.
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Figure 7.6. Charged jet production at 14 TeV. Charged tracks with< 1 in the “transverse”
region. Density of charged particledNchg/dnde (A) and P Tsym density,d P Tsym/dnde (B),

with pr > 0.9GeV/c versus the transverse momentum of the leading charged particle jet.
Ratio between density of charged particles wiph > 0.9 GeV/c and pt > 0.5GeV/cC)

and ratio betweerP Tsym density with pr > 0.9GeV/c andpr > 0.5GeV/cD) versus the
transverse momentum of the leading charged particle jet. Data from different triggers are
superimposedicircles)= MinimumBias; (squares)y= JET60; (triangles)= JET120. The lines
show the generator level distributions; the points with error bars correspond to the raw
(uncorrected) reconstruction level distributions.

The shapes of uncorrected reconstruction level distributions basically agree with the
corresponding generator level ones. The difference in absolute scale (about -20% for both
dNchg/dnde¢ anddPTs,m/dnde) turns out to be compatible with charged track inefficiencies
and fake rates. Further details on these systematic effects, including the calibration and
resolution of the leading charged jet have been studied in [199].

Figure 7.6 shows also the ratio between the observablepfor 0.9 GeV/c andpt >
0.5GeV/c in the “transverse” region. These ratios, which are sensitive to the differences
between the models and/or to the choice of the tuning for a given model, are also nicely
free from the systematic effects enumerated above, and basically do not need to be corrected
when comparing to the corresponding generator level observables.

7.2.3.2. The underlying event as observed in Drell-Yan muon-pair productiorell-Yan

muon pair production provides an excellent way to study the UE. Here one studies the
outgoing charged particles (excluding th&w ~ pair) as a function of the muon-pair invariant
mass. After removing the muon-pair everything else is the UE. As for the charged jet
production, we restrict ourselves to charged particles in the central regienl and consider

the two pt thresholdspr > 0.5 GeV/c andpr > 0.9 GeV/c.
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Figure 7.7. Muon-pair production at 14TeV with two isolated muons. Density of
charged particles,dNchg/dnde(left), PTsym density, dPTsym/dndeg (right), with pr >
0.9GeV/c and|n| <1 versus the muon-pair invariant mass. (fullcircles) correspond to the
generator level distributions; (empty circles) correspond to the raw (uncorrected) reconstruction
level distributions.

Single muon and muon-pair CMS triggers ensure very high efficiencies for the studied
process. The relative mass shift and the corresponding resolution of the reconstructed muon-
pair are studied in detail in Ref. [199]. Tracks arising from the piled-up interactions are
suppressed requiring the extrapolated coordinate along the beam axis to be inside 1 mm with
respect to the primary vertex associated to the leading muons.

In our study, we require “isolated muons”, not to have charged tracks pith
0.9GeV/c in a cone of radius £ \/(A¢)2+(An)2=0.3 in the azimuth-pseudorapidity
space centred along the direction of the muon. Selecting isolated muons turns out to be
essential to reduce the QCD background to negligible levelspfor 15 GeV/c, while
keeping an efficiency of 76.9% for Drell-Yan muon-pairs in the sgmeegion.

The charge particle densiyNcng/dnde, and the charge® Tsum density,dPTsym/dndé
with pr > 0.9GeV/c andn| < 1 in muon-pair production with isolated muons versus the
muon-pair invariant mass are shown in Figg7. Correlations between isolation and UE
activity have been studied in Refs. [GA9].

7.2.4. Conclusions

Predictions on the amount of activity in UE at the LHC based on extrapolations from the
lower energy data differ greatly. In this study we have demonstrated the feasibility of reference
UE measurements at CMS under nominal conditions, assessing our capability to distinguish
between the predictions of different models. The UE is studied by examining charged particles
in the “transverse” region in charged particle jet production and in the central region of
Drell-Yan muon-pair production (after removing the muon-pair).

7.3. Physics of b-quarks and hadrons

7.3.1. Inclusive b-quark production

7.3.1.1. Introduction. At the LHC new opportunities to improve our understanding of the
physics ofb quarks will become available because of the high statistics data samples and
the high centre-of-mass energy. A study [203] has been performed to investigate methods in
CMS of identifyingb jets (b“tagging”) in an inclusive sample of events containing jets and at
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leastone muon. Here we present the capability to measure the inclogjuark production
cross section as a function of tliezhadron transverse momentum and pseudorapidity. An
important result of our study is an estimate for #adronpr range reachable at LHC.

Inclusive b-quark production has been studied at other proton and electron colliders.
The observed shapes of distributions and correlations are reasonably well explained by
perturbative QCD. However, the observed cross-sections at the Tevatron (Run |) are larger
than QCD predictions [204—-211] which is confirmed by Run II data. Similar effects are
observed inyp collisions at HERA [212-218] and iy interactions at LEP [21220].

The agreement between experiment and theory has improved due to more precise parton
density functions and proper estimates of fragmentation effects [221-226]. But the agreement
is not complete and the improvement of the phenomenological description is required using
also experimental input.

7.3.1.2. Analysis. This study of the CMS capability to measure the inclugiveroduction

is based on full detector simulation. The generated events are passed througihhé
simulation of CMS. Pile-up corresponding to low-luminosity LHC running conditions
(£ =2x10*3cm2s71)is also generated.

7.3.1.2.1 Event selectionAbout 4 million signal and background events were processed,
mainly with high transverse momentum of the partgms £ 50 GeV/c). Samples of QCD jets

were used. Jets in those samples cover the full geometrical acceptance in pseudorapidity of the
tracking detectorn| < 2.4. The measurement of the differential cross sections is studied for
B-hadrons ofpr > 50 GeV/c and within the fiducial volume of| < 2.4. First, the events

are required to pass the Level-1 (L1) trigger selection for the single muon trigger stream
which accepts events with muons havimg> 14 GeV/c. The most energet-hadron inside

the phase space defined above is selected. The trigger efficiency is flat as a function of the
B-hadron pseudorapidity within the Level-1 trigger acceptande|of 2.1. It increases with
transverse momentum of tiigeparticle. The average Level-1 trigger efficiency corresponds to
the expected value of the branching fractions for the semi-lepbomirk andt quark decays,

about 19% [54]. At Level-1, the single muon trigger is used. At the High Level Trigger (HLT)
we require the “muon #b-jet” trigger, fired by non-isolated muons with > 19 GeV/c and

by jets withEt > 50 GeV/c,|n| < 2.4 and compatible witb tagging.

The event selection requires katagged jet in the fiducial volume to be present in
the event.B tagging is based on inclusive secondary vertex reconstruction in jets [157].
The tagging algorithms combine several topological and kinematic secondary vertex related
variables into a single tagging variable to discriminate between jets originatingofoprarks
and those from light quarks and gluons.

To measure differential cross sections for inclusB#particle production as a function
of its transverse momentumpy and pseudorapidity), do/dpr anddo/d|n|, we select as
the reconstructe®-particle candidate the most energdtitagged jet. Good correspondence
between the generateB-particle and the reconstructdaitagged jet is observed. The
correspondingpr and pseudorapidity relative resolutions are shown in Fi@ for
B-particles withpr > 170 GeV/c. The resolutions are 13% and 6%geand pseudorapidity,
respectively.

The efficiency of theb tagging by secondary vertices in jets is shown in Fi@ as
function of theB-particle transverse momentum and pseudorapidity.bifagging efficiency
is defined with respect to events passing the Level-1 trigger and with a single muon of
pr > 19GeV/c selected. The efficiency decreases with increasing transverse momentum,
while being rather flat as function of pseudorapidity. The slow degradation for larger
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Figure 7.8. Relative resolution, (Reconstructed True)/True, forpr and pseudorapidity of

b tagged jets in CMS.
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Figure 7.9. Theb tagging efficiency versupr and pseudorapidity of the generat®eparticle.

transverse momenta is caused by the worsening of the tracking resolution with
increasing pr, an increased track multiplicity from fragmentation and more difficult
pattern recognition in dense jets. The averdgetagging efficiency is 65% in the
barrel region, while the efficiency is about 10 % less for the endcap region. The
muon plusb-jet cross-channel trigger has a 4.3 Hz rate for the signal and a 6.1 Hz
total event rate [203]. This trigger rate corresponds to a low-luminosity LHC run at
L=2x103cm?s™,

To measure the cross section one needs to know the number of selected events, the
integrated luminosity, the event sample purity (signal fraction) and the signal efficiency.
The signal fraction can be determined from the simulated prediction of the background
contribution to the selected event sample. In order to rely less on the absolute prediction
for the background one can extract the signal fraction using the prediction of the signal
and background shapes for some sensitive variables. A fit to the data distribution using the
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Figure 7.10. Fit of the muonpt spectrum with respect to the closéstagged jet. The sample

of generated QCD events wittpt-hat” parameter in the range 2305t < 300 GeV/c is tested.

The contributions of tagged muons frdnevents (dashed curve) gvents (dot-dashed curve) and
light quark events (dotted curve) as defined by the fit are shown. The solid curve is the sum of the
three contributions.

simulated shapes for the signal and background is performed. To do so we apply a lepton tag
by selecting inclusive muons.

7.3.1.2.2 Muon tag.Muons are reconstructed in the muon chambers, matched to the inner
tracker information and refitted using both subdetectors information. This provides the most
precise muon track measurement. Each reconstructed muon is associated to the most energetic
b tagged jet. The muon must be closer to thisgged jet than to any other jet in the event.
Otherwise the event is discarded.

In most cases the tagged muon is insidelihet. The average efficiency of associating
the muon with théo tagged jet is 75%.

7.3.1.2.3 ResultsWe calculate the transverse momentum of the muon with respect to the
b-jet axis which effectively discriminates betwdeavents and background. The slopes of the
pr spectra are very different and this is exploited in the fit of the selected events to determine
the fractions of the muon sources in the sample.

Figure7.10shows an example of the fit of the distribution of the mumrnwith respect
to the closest jet, using the expected shapes for the muonshfimrants, charm events and
light quark events. The normalisation of the three contributions are free parameters in the
fit. The events in this plot are from a sample of QCD events generated withvthaa
“ pr-" parameter in the range 230 pr < 300 GeV/c. In the fit, the shapes of the distributions
were fixed using an independent QCD sample generated witk1#0< 230 GeV/c. The fit
results as well as the Monte Carlo input are quoted in TaldleThe event fractions are well
reproduced within statistical errors. In the actual experiment the shapes will be verified using
data at different selection stages. Also the background shape will be derived from the data
itself by applying an anti-tag selection (b-suppressed event sample).

In Table7.2theb purity, c€ and light quark event fractions for the different QCD samples
are shown. Thé purity decreases from about 70% down to 55% from lewevents to the
high transverse momentum events. The expected numiday efents after event selection
is quoted for 10fb? of integrated luminosity. For the phase spacepgf- 50 GeV/c and
In| < 2.4 the event selection will allow for laevent statistics of about 16 million events. We
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Table 7.1.Results of the fit to the distribution of the transverse momentum of the muon with
respect to the nearebttagged jet. The number of beauty, charm and light quark events in the
Monte Carlo input are compared to the fit result.

MC input,

230< pr <300GeV/c Fitresult
Ny 5250 5222+ 501
Nz 2388 2050t 728
Nuds 1740 1778t 341

Table 7.2.B purity and expected number of events after final event selection. The expected number
of bb events is quoted for 10 fb! of integrated luminosity.

pr GeVc Ngézraled bb purity, % cC fraction,% udsfraction, % l\gépeaed
50-80 198993 66 32 2 1.4M
80-120 294986 66 32 2 6.1M
120-170 291982 72 26 2 51M
170-230 355978 71 26 3 24M
230-300 389978 73 24 3 09 M
300-380 283983 70 25 5 0.3M
380-470 191989 68 27 5 88k
470-600 190987 64 29 7 34k
600-800 94996 60 31 9 10k
800-1000 89999 60 30 10 2.0k
1000-1400 89998 55 31 14 0.5k

concludethat for B-hadrons apr range up to 1.5 TeV/c will be accessible with the CMS
detector at the LHC.

The background contribution fromt events has been estimated from a sample of one
million simulated events including all decay modes. The total numb#reents passing the
selection amounts to 104 thousand events for 16 & integrated luminosity, corresponding
on average to a less than 1% background contribution. tTHmckgroundoecomes more
pronounced for the higlpr part of the inclusiveB spectrum. In the regiopr > 500 GeV/c
it amounts to 2.4%.

The total event selection efficiency is about 5%. By correcting for the semi-leptonic
branching ratio ob quarks and quarks it amounts to about 25% on average. It turns out that
the total efficiency is almost independent of transverse momentum and angléBeptréicle.
Therefore the measurement of the differential cross section is less affected by systematic
uncertainties due to bin-by-bin efficiency corrections.

7.3.1.2.4 Systematics UncertaintieSeveral potential sources for systematic uncertainties
are considered and their impact on the observed cross section is detailed irv Bablae
largest uncertainty arises from the 3% error on the jet energy scale (see Appendix B) which
leads to a cross section error of 12%kEat > 50 GeV/c. Other important uncertainties arise
from the event-selection procedure and the Monte Carlo modelling of the detector response,
including the lepton identification and the detector resolution on the energy and angular
variables which identify the fiducial volume. The effect of these systematic uncertainties is
estimated by varying the corresponding cuts and repeating the fits for the newly selected
event samples. It results in an uncertainty of 6%. The expdstad systematics for 103
integrated luminosity is 5% [7]. The luminosity uncertainty is also 5% [7].
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Table 7.3. Sources of systematic uncertainty in % on the inclusivegproduction cross
section measurement. The total systematic uncertainty is calculated by adding all contributions
in quadrature.

Source uncertainty, %

jet energy scale 12
event selection 6

B tagging 5
luminosity 5

trigger 3

muon Br 2.
misalignment 2
muon efficiency 1
tt background 0
fragmentation 9
total 18
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Figure 7.11. The statistical uncertainty for the cross section measurement (triangles), systematic
(squares) uncertainty and total (dots) uncertainty as function ofbtt@gged jet transverse
momentum with respect to the beam line. Total uncertainty comprises the statistical and systematic
uncertainties added in quadrature.

The trigger efficiency will be determined from the data themselves. We estimate its
uncertainty from Monte Carlo studies to be 3.0%. The experimental uncertainties on the
semi-leptonic branching ratio of b quarks [54] is also propagated to the measurement. The
impact of the detector misalignment on the Chlfgging performance has been investigated
in [157]. The effect has been found to be sm@%). The muon detection efficiency can
be determined with better than 1% precision [7]. Théackgroundsubtraction uncertainty
is conservatively taken as absolute value of the expeidtedntribution to the considered
phase space.

A large contribution is expected from the fragmentation modelling. We estimate the
magnitude of the effect from the D@ b-jet production measurement at Tevatron [211]. This
uncertainty propagates to the cross section as a 9% effect independeri-af jet

The estimated statistical, systematic and total uncertainty as function bftégged jet
transverse momentum with respect to the beam line is shown ir7 Higy.
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7.3.1.3.Conclusion. The event selection for inclusive production measurement at CMS

will allow to study b production mechanisms on an event sample of 16 milboevents

for 10fb~! of integrated luminosity. Thé purity of the selected events varies as function

of the transverse momentum in a range from 70% to 55%. Our estimate shows that with the
CMS detector we can reach 1.5 TeV/c as the highest measured transverse momeBtum of
hadrons.

7.3.2. Study of Bhadrons

7.3.2.1. Introduction. The B, meson is the ground state of the system, which is doubly
heavy flavoured. This unique character provides a window for studying heavy-quark dynamics
that is very different from the one of quarkonium. The experimental studs.ofill help
us to understand heavy quark dynamics and to test the spin symmetry derived in non-
relativistic quantum chromodynamics (NRQCD) [227-238].mesons have been observed
at the Fermilab Tevatron collider by the CDF collaboration through the decay channel
B. — J/¥ ¢v [237]. The mass and lifetime are measured to be [238BM& 6.40+
0.39(stap + 0.13(sy$ GeV/& andt(B,) = 0.46418 £ 0.03(sygps, in agreement with the
non-relativistic potential model [239-241] and other approaches [242-244].

Because of the higher colliding energy, the production cross section at the LHC is about
a factor of 16 [231] larger than at the Tevatron. As also the LHC luminosity will be higher,
CMS has the potential to collect much mdBg mesons than the Tevatron experiments do.
We propose to study thB. meson througB, — J/v m, J/v — pu*u~. The goal is to
measure the mass and lifetime, and to compare the results with theoretical predictions which
do have large uncertainties at the moment. More details on the analysis can be found in
reference [245].

7.3.2.2. Monte Carlo data samplesA large amount of Monte Carlo data were produced
to study the feasibility for CMS to measure tiBz mass and lifetime with the first fi3.
There are two dedicateB. generators, one is callegicers, developed at ITP, Beijing, by
Changet al. [231, 236], and the other is developed at IHEP, Protvino, by Bereziehay.
[239, 240]. Both packages are based on perturbative QCD, and have been integrated into the
simuB package [130]pyTHiA [246] can also generatg. events, but it takes much more CPU
time than the dedicated ones. For comparisonpthdistribution of B. mesons, generated by
PYTHIA, BICEPS and the Protvino package (named Gouz in the plot), are shown irv Aig.
One can see that the Protvino package produces highevhile pyTHIA agrees withsiceps.

In order to save CPU timesickeps is used to generatB. events. During generation, only
events were retained which contain withinl < 2 a B, with pr > 10 GeV/c, together with a
muon of py > 4 GeV/c within|n| < 2.2. After the kinematic cuts, the cross section multiplied
by the branching ratio is 1.78 pb. 52,0B9events were produced, corresponding to 29:2 fb
of integrated luminosity.

Important background sources al¢ys mesons from decays of oth& hadrons and
prompt J/¥ mesons. Because of their large cross sections also QCD jets, in particular
bb— utu=X, cC— utu~ X, as well adW + jets andZ + jets have to be considered.

B hadrons that decay intd/y were generated withyTH1A6.228 with kinematic cuts
similar to B; production, and prompl/y events were generated byrnia6.324, where the
colour-octet contribution is included.

The full CMS detector simulation and reconstruction was applied to the generated
samples. The fast simulation packagevos was also used to produce thi& events, B
hadrons, prompd /v andc€ — u*u~ X (Table7.4).



1190 CMS Collaboration

—— BCVEGPY

...... Protvino package
e PYTHIA

(V/o,,)doldp,
=
o

10

10

1 L " L A AN AT [T BT
0 2 4 [ 8 10 12 14 16 18 20
B, P, GeV
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Table 7.4.The cross section multiplied by the branching ratio after kinematic cuts and the number
of events produced fdB hadrons and prompt/y andct — u*u~ X.

channel o- Br.(pb) N events
B? 70.3 740,000
B* 70.7 740,000
Bs 14.8 190,000
Ap 194 200,000
promptJ/y 240.3 500,000
cc— utu™ X 1690 210,000

Samplescorresponding to 10 of B hadrons, 2fb® of promptJ/y and 0.12fb*?
of c€ — u*u~ X events were produced for the analysis. Additional background samples of
about 950,000 QCD, 880,000 +jets, 710,000 + jets and 100,000b — "1~ X events
were used.

7.3.2.3. Selection. Signal events should havebget, ac-jet and aB, meson which decays
into a J/¥ and a pion, with the subsequedty: — u*u~ decay. The selection starts from
2 muon tracks. Ther of both muons should be larger than 4 GeV/c and the absolute value
of n less than 2.2. The two muons should have different charge and share the same vertex. To
form a J/y candidate the invariant mass of the muons should be in a window between 3.0
and 3.2 GeV/€ An additional track must be found at the same vertex ofj¢ which is
inconsistent with a muon or an electron. Theof it should be larger than 2 GeV/c and the
absolute value off less than 2.4.

The decay length .y, the proper decay lengthy’*" and the error of the decay lengthy
are calculated from thé/+r vertex and the primary vertex in they/-plane. The resolution of
the proper decay length is 28n. It is found that the resolution is almost independent of the
proper decay length. In order to suppress the prompt backgrounds, the second vertex has to be
displaced from the primary one. We requlrgy/oxy > 2.5 andL,>" > 60.m. In addition,
the condition co8s, > 0.8 is applied wherds, is the opening angle between the second
vertex (pointing from the primary vertex) and the reconstru@dgdnomentum. Finally, the
reconstructed, candidate must be in a mass window between 6.25 and 6.53&eV
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Table 7.5.Estimated number of signal and background events for L.fb

Bc B* Bs Bp promptd/¥» Ap c€ bb QCD

120+11 0.7£0.2 0.1 0903 0.1 0.1 0.01 0.01 0F0.1

The number of B, and background events for 1b after the selection are listed in
Table7.5. The total number of background events was estimated to he@4 mainly from
B hadron decays intd /. So far tagging of thé jet is not used in the analysis.

Because of the high cross section, the number of produced QCD Monte Carlo events is
not sufficient to directly determine the QCD background which is therefore estimated in three
steps [245]. At first the efficiency to select two muons is obtained directly from the QCD
sample, then the efficiency to reconstruct two muons inigw candidate is calculated from
thect — u*u~ X sampleand finally the efficiency for thé /v candidate to fake 8. meson
is obtained from the prompt/y» sample. The probability of a QCD event to pass the selection
cuts is then approximated as the product of the above three efficiencies. In this way, the total
number of QCD background for 11 is estimated to be 0.7 events.

This study which is aimed at the first Thcollected with the CMS detector assumes that
in this initial phase the dimuon trigger threshold can be set at values such that the applied
cut of pr > 4 GeV/c on both muons does not introduce a significant inefficiency at trigger
level. In case the available trigger bandwidth will prohibit this, more sophisticated High Level
Trigger algorithms like & /v mass window could be invoked to restore the trigger efficiency.

A detailed study is underway.

7.3.2.4. Mass and lifetime fitting.A kinematic fit was applied to the selected events imposing
a J/v¥ mass constraint and forcing the two muon tracks as well as the pion track to share the
same vertex. After the kinematic fit the invariant mass ofili¢- — pion system is shown in
Fig. 7.13. A Gaussian fit provides a mean value of 6406 Méy¢lse to the input of 6400
MeV/c?, and a mass resolution of 22 MeV/dhe number of signal events in the plot for
1fb~tis 120. Backgrounds frorB hadrons and prompt/y are included in the plot, while
other backgrounds are neglected here.

A binned likelihood fit was done on the proper decay length distribution of the selected
B. events with the likelihood defined ds=[] P(n;, ui). P(n;, ui) denotes the Poisson
distribution withn; events observed and events predicted in thieth bin:

w=N-e(xX) -exp(—x/ct)® G(X, o)

Here x represents the proper decay length,and cr are the parameters to be fitted and
G(X, o) is a Gaussian smearing function withfixed to 25um which is the resolution of the
proper decay length. The efficieneyx) is obtained from the largB. sample.

The result of the fit isct = 148.8413.1um which is consistent with the used input
value of 15Qum. The distribution of the proper decay length together with the fit result is
shown in Fig.7.13.

7.3.2.5. Systematic uncertaintyThe influence of imperfect detector alignment which is

of particular importance at the beginning of the CMS experiment on the track and vertex
reconstruction has been studied in [280]. It will affect the study ofB. in three ways: the
momentum scale of muons and pions, the mass resolution and finally the vertex precision.
Taking the scale uncertainty to ke(1/pr) = 0.0005/GeV/c, the resulting uncertainties on

the B; mass is 11 MeV/£and 0.2um oncr.
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Figure 7.13. Left: The invariant mass of thd/y and pion candidate for the select&j.
Right: TheB. proper decay length distribution. Both plots correspond to 1.fb

The effect of the muon momentum resolution was estimated following [99] and muon
pr-values of 10100 and 1000 GeV/c were studied for differentThe Apr to be smeared
for a muon track fronB; was extrapolated from itgr andyn according to [99]. The resulting
B. mass uncertainty is 10 MeV7cand 0.8«m oncz. The error from the vertex uncertainty
was determined according 180 causing an uncertainty arr of 2.4 um.

The uncertainty on the efficiency as function of the proper decay length origins from the
limited Monte Carlo statistics. By subtractirgN events from the samplé(= 3600 events),
new efficiencies were calculated and the fit was repeated. The observed differencgmf 0.1
oncr is taken as systematic uncertainty.

The theoretical uncertainty was estimated from Figl2 which shows thepr
distributions from different generator packages. Beevents, generated BicEps, were
reweighted to agree with the Gouz distribution and the analysis was repeated. The difference
onct was found to be 1.5m which is taken as the error from this source.

To check the sensitivity on the cuts, the muon and pgigrcuts were changed by one
standard deviation of their resolution, about 1.5% depending. @ther cuts like on cos%,
and on the proper decay length were changed by 10%. The resulting mass uncertainty is
0.1MeV/€ and 0.2um oncr.

In total the systematic uncertainties on the mass andcorare estimated to be
14.9 MeV/c? and 3.0um, respectively.

7.3.2.6. Conclusion. With the first fo'! of data CMS is expected to measure tBg
mass with an uncertainty of 22.0(stat 14.9(syst) MeV/c? and ct with 13.1(stat) +
3.0(syst) um, corresponding to a lifetime uncertainty of 0.044) + 0.010(sysfHps. About

120 B — J/yx*, with J/¢ — u*u~, events would be observed. At the moment, the
theoretical calculation is at the leading order without the colour-octet contribution. Therefore,
the uncertainties on the total cross section and ghalistribution are large. In the real
data analysisJ/v+ one track withJ/y¥» — u*n~ will be selected as a control sample,

B* — J/v¥ K™ will be used to estimate the efficiency, and the side band oflthe peak

will be used to estimate the backgroundgg
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7.4.Diffraction and forward physics

7.4.1. Introduction

This section outlines the diffractive and forward physics that CMS can do — together with the
TOTEM experiment. The CMS and TOTEM detectors involved are presented in Chapter 7 of
Volume 1 of the CMS Physics TDR [7].

The combined phase space coverage of the two experiments makes it possible to study
many physics subjects in diffractive interactions — from QCD and the investigation of the
low-x structure of the proton to the production of SM and MSSM Higgs bosons. Diffractive
events are characterised by the fact that the incoming proton(s) emerge from the interaction
intact, or excited into a low mass state, with only a small energy loss. Diffractive processes
with proton energy losses up to a few per cent are dominated by the exchange of an object
with vacuum quantum numbers, the so called Pomeron, now understood in terms of partons
from the proton. For larger energy losses, mesonic exchanges — Reggeons and pions —
become important. The topology of diffractive events is characterised by a gap in the rapidity
distribution of final-state hadrons due to the lack of colour of the exchanged object.

Events with a fast proton in the final state can also originate from the exchange of a
photon. In particular, forward tagging one leading proton allows the selection of photon-
proton events with known photon energy; likewise, tagging two leading protons gives access
to photon-photon interactions of well known centre-of-mass energy.

Triggering of diffractive/forward events is discussed in [247] and in Appendix E.3. More
details on the work presented here can be found in [248].

7.4.2. The interest of diffractive interactions

The study of hard diffraction has been pioneered by the UA8 experiment at CERN [249].
There have been major advances in this field recently, largely driven by the study of diffraction
at HERA and the Tevatron. The essential results are discussed in [250] and can be summarised
as follows:

e Many aspects of hard diffractive processes are well understood in QCD: the presence of a
hard scale allows the use of perturbative techniques and thus to formulate the dynamics in
terms of quarks and gluons.

o A key to this success are factorisation theorems in electron-proton scattering, which render
part of the dynamics accessible to calculation in perturbation theory. The remaining non-
perturbative quantities are the so-called diffractive parton distribution functions (dPDFs)
and generalised (or “skewed”) parton distributions (GPDs). They can be extracted from
measurements and contain specific information about sxzairtons in the proton that can
only be obtained in diffractive processes.

Diffractive parton densities are determined from inclusive diffractive processes and can be
interpreted as conditional probabilities to find a parton in the proton when the final state of
the process contains a fast proton of given four-momentum. Generalised parton distributions
can be accessed in exclusive diffractive processes; they quantify correlations between parton
momenta in the proton. Thetirdependence is sensitive to the distribution of partons in the
transverse plane.

e To describe hard diffractive hadron-hadron collisions is more challenging since factorisation
is broken by rescattering between spectator partons. These soft re-interactions can produce
additional final-state particles which fill the would-be rapidity gap. When such additional
particles are produced, a very fast proton can no longer appear in the final state because of
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enegy conservation. The effect is often quantified in terms of the so called “gap survival
probability”. These rescattering effects are of interest in their own right because of their
intimate relation with multiple scattering effects, which at LHC energies are expected to be
crucial for understanding the structure of events in hard collisions.

The dynamics of rescattering and multi-gap events is still not completely understood.
The available data can be described in terms of an effective, non-linear Pomeron
trajectory [251]; its variation with energy would be a consequence of multi-Pomeron
exchange effects [252]. Other models, also testable at the LHC have been proposed (see
e.g. [253] and references therein). These topics can be pursued in more detail with the
CMS-TOTEM data at the LHC.

e A fascinating link has emerged between diffraction and the physics of heavy-ion collisions
through the concept of saturation, which offers a new window on QCD dynamics in the
regime of high parton densities.

e Perhaps unexpectedly, the production of a SM or MSSM Higgs boson in diffragtive
collisions is drawing more and more attention as a clean channel to study the properties
of a light Higgs boson or even to discover it. The central exclusive reagbipry> pHp,
appears particularly promising.

7.4.3. A survey of the accessible diffractive/forward processes

The accessible physics is a function of the integrated luminosity. We assume standard LHC

optics with g* = 0.5 m unless stated otherwise. We recall that, in this case, the TOTEM

Roman Pots (RP) at 220 m from the CMS interaction point have coverage fox®020.2,

where¢ is the proton fractional momentum loss. Near-beam detectors at 420 m from the

interaction point, currently also being considergé4], would cover 0.002 ¢ < 0.02.
Low-luminosity (~10?8-10°cm2s™!) studies could profit from running with

B* > 0.5m, where the& coverage of the 220 m RPs would be wider and tthresolution

would improve because of the lower transverse momentum spread of the beam.

7.4.3.1. Inclusive single diffraction and double Pomeron exchange at low luminogity.
modest instantaneous luminosities, up to?n~2s1, inclusive single diffractive (SD)
events,pp — pX, as well as inclusive double-Pomeron exchange (DPE) evpptsy pXp,
can be studied by requiring the presence of one or two rapidity gaps in the event. In the
& range given above, the scattered proton can be detected and the kinematics of the events
fully measured.

The inclusive SD and DPE cross sections, as well as tigidependence, even in the
absence of a hard scale, are important quantities to measure at the LHOVklénelicates
the mass of the systed. These cross sections amount to approximately 15% and 1% of
the total proton-proton cross section, respectively; their energy dependence is a fundamental
parameter of (non-perturbative) QCD. In addition, since diffractive events constitute a major
fraction of the pile-up events, their measurement is mandatory to be able to properly simulate
and understand high-luminosity data, where, at instantaneous luminositie¥*efrit@s 2,
approximately 35 pile-up events are superimposed, on average, to any event.

7.4.3.2. SD and DPE production of dijets, vector bosons and heavy quarke study of SD
and DPE events in which the diffractively excited state includes IEglets, heavy quarks
or vector bosons opens up the possibility of accessing dPDFs and GPDs. The comparison of
the DPE and SD rates for these processes may also give information on the hard diffractive
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factorisation breaking at LHC (see Sectidr.2). A few examples of these processes are
given here.

Production of dijets. The measurement of the reactipp — pXjj (j indicates a jet) has
been used for the first time by CDF to measure the diffractive structure function in antiproton-
proton collisions 255]. A similar measurement is possible at LHC with wider kinematic
coverage (CDF¢ > 0.035) and larger minimum jeEr. For Ey > 45 GeV, of the order of

108 events per fb* can be expected.

Production of heavy quarks. Inclusive DPE production dft pairshas been studied in the
case in which the final state contains one muon and four jets (i.e. with one top quark decaying
to b plus lepton and neutrino, and the other to three jets). The analysis required the detection
of both final-state protons. The expected number of events is of orderOD for 10fb L,
depending on the theoretical model assumed.

SD and DPE production oB-mesons has also been looked at, wigh—~ J/v X and
J/v — pu*u~. Here the number of expected events is much larger, of the order of a few
events per 10 fb! in the DPE case and thousands in the SD case.

Inclusive DPE production of W bosons.Inclusive DPE production oV bosons,pp —

pXWp is also sensitive to the dPDFs of the proton and is a relatively abundant process that
can be studied at instantaneous luminosities where pile-up is small. In these conditions, the
requirement that two final state protons be measured in the 220 m RPs suppresses both the
QCD background and the inclusiW&/ production. Several thousand events with— ev

or W — v are expected, after cuts, for an integrated luminosity of 1.f@his process,

in conjunction with SD production oW bosons, can be used to study hard diffractive
factorisation breaking using the LHC data alone, as mentioned above.

7.4.3.3. SM and MSSM central exclusive Higgs productioks the delivered luminosity
reaches tens of fi}, the central exclusive production process (DPE) becomes a tool to
search for new physics, delivering signal to background ratios of order 0.1-1 for Standard
Model (SM) Higgs production [256] and more than an order of magnitude larger for certain
supersymmetric (MSSM) scenarios.

By central exclusive, we refer to the procgss — p¢p, where there are large rapidity
gaps between the outgoing protons and the decay produets Bifiere are three primary
reasons why this process is attractive. Firstly, if the outgoing protons remain intact and
scatter through small angles, then, under some general assumptions, the centraksystem
is produced in thel; = 0, C and P even state. Secondly, the mass of the central system can be
determined very accurately from a measurement of the transverse and longitudinal momentum
components of the outgoing protons alone. This means an accurate determination of the mass
irrespective of the decay mode of the centrally produced particle. Thirdly, the process delivers
excellent signal to background ratios, due to the combination ofithe O selection rules,
the mass resolution, and the simplicity of the event in the central detectors. An additional
attractive property of central exclusive production is its sensitivity to CP violating effects in
the couplings of the objedt to gluons.

The left panel of Fig7.14shows the cross section times the branching ratio for central
exclusive production of a Standard Model Higgs, with— bb andH — WW, as a function
of the Higgs mass for different theoretical approaches.biodeis particularly interesting
for masses close to the current exclusion limit. The right panel of Fit4 shows the
acceptance assuming various combinations of RPs at 220 m and near-beam detectors at
420 m. Both protons can be detected in the 220 m stations only for Higgs masses larger
than 280 GeV/¢ this reflects thet range for which the 220m RPs have acceptance,
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Figure 7.14. Left: The cross section for the exclusive production of the Higgs boson as a function
of the Higgs boson mass fét — bb andH — W W. The different curves were obtained with the
generators Exhumel.3 [259], DPEMC2.4 [260] and EDDEL.2 [261]. Right: Acceptance for the
420 m detectors alone and for the combination of the 220 m and 420 m detectors as a function of
the Higgs boson mass.

0.02< £ < 0.2 (the mass of the centrally produced Higgs is related tg tia M2 = £,£5S,

with &1, & the fractional momentum losses of the two protons). However, asymmetric events
with one proton at lowt and another at largé can be detected by the combination of the
220 m and 420 m detectors.(@2 < ¢ < 0.02).

Central exclusive production is generally an attractive way of searching for any new
particles that couple strongly to glue. An example studied in [257] is the scenario in which the
gluino is the lightest supersymmetric particle. In such models, there should exist a spectrum of
gluino-gluino bound states which can be produced in the central exclusive channel. Likewise,
central exclusive production of radions, the fields introduced in the Randall-Sundrum model
of five-dimensional quantum gravity, has been studied [258].

H — bb. The analysis is based on the requirement of two back-to-back certaghed jets

in addition to the detection of both final-state protons yielding a mass of the central system
consistent with that calculated from the protons alone. The event yield is very low, about 2—4
events per 30fb! after all cuts, depending on the model. The non-resonant contitjetn
background is largely suppressed by flze= 0 rule. The residual background, mostly due to
dijet production ¢g — dijets) and diffractivegyg — bb production, is a function of the mass
resolution, which is about 1.6% for the ‘420 + 420’ combination and 5.6% for the ‘220 + 420’
combination (forMy = 120 GeV/c?). The number of expected background events is of
order 10 for 30fb .

H — WW. In this case, the suppression of the background does not rely primarily on the
mass resolution of the RPs. There are three main categori®@s/éfevents. Events in which

at least one of th&V bosons decays to an electron or a muon are the simplest, and pass
the Level-1 trigger thanks to the high~ final-state lepton. This holds also if one of tiié
bosons decays into a tau, which subsequently decays leptonically. The four-jet mode occurs
approximately half of the time; here, however, the RP information is necessary already at
Level-1. The expected event yields range between 1 and 7 events for'3@épending on

the mass. Irreducible backgrounds are small and controllable.
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MSSM Higgs. Double proton tagging is especially beneficial in the MSSM case.bfje¢
channel is very important in the ‘intense coupling regime’ of MSIML & Ma ~ My ~
100 GeV/@) [262]: couplings of the Higgs t@g, WW*, ZZ* are strongly suppressed,
making the discovery challenging by conventional means. Rates for central exclusive
production of the two scalar {) MSSM Higgs bosonsh, H) are more than a factor 10
larger than for the SM Higgs. The enhancement fbr— bb is by orders of magnitude
in the Mp-max scenario foMy ~ 180-250 Ge\/cz; likewise forh — bb andh — 7t for
Mp ~ 90—-130 GeV/€ [263]. In the smalkes scenarioh — bb andh — 77 can be heavily
suppressed for large tgnand for My, ~ 120 GeV/é [263], whereash — WW may be
enhanced by up to a factor 4 compared to the SM predictions. Also, the pseudo-scalar (0
Higgs boson (A) is practically not produced in the central exclusive channel, yielding a clean
separation of the scalar and pseudo-scalar Higgs bosons, impossible in conventional channels.
The good missing mass resolution allows to resblviel and, if enough statistics is available,
measure their widths. This makes central exclusive production a possible discovery channel.
Central exclusive production is also interesting in the ‘3-way mixing’ scenario of CP-violating
MSSM [264]: here the 3 neutral Higgs bosons are nearly degenerate, mix strongly and have
masses close to 120 Ge\/c

Central exclusive production, with its good mass resolution via the scattered protons,
may allow disentangling the Higgs bosons by studying the production lineshape. Explicit
CP-violation in the Higgs sector causes an asymmetry in the azimuthal distributions of tagged
protons (via the interference of P-even and P-odd amplitudes) — a measurement unique at
the LHC [262,265].

7.4.3.4. High-energy photon interactionsA significant fraction of events at the LHC
involves photon interactions at energies above the electroweak scale [266]. The protons
radiating the photon often survive the collision intact and are scattered at angles comparable
to the beam angular divergence. Detection of such events at the LHC will open up a
new field of high-energy photon physics, which is briefly outlined below. By requiring the
detection of one or two forward protons like in diffractive interactions, photon-photon and
photon-proton interactions can be selected. The photon fluxes, and the effective luminosities
of photon-photon and photon-proton collisions are well known [2858]. The average
proton energy loss is larger and the proton scattering angle smaller in photon exchanges
than for the diffractive case. This can be used to establish relative contributions of these
two processes.

Two-photon exclusive production of W and Z boson pairs.The cross section for the
production of W pairs via photon-photon interactionpp — ppWW, is slightly above

100 fb; in almost half of these events both forward protons are produced within the acceptance
of the TOTEM RPs. About 100 events per 10ftwith leptonicW decays can be detected

in CMS. This allows a precise study of the gauge couplings, in particular of th& W
coupling. The expected sensitivity to anomalous quartic gauge couplings (QGCs) will surpass
the LEP and Tevatron limits by orders of magnitude. A deviation from the Standard Model
predictions would also allow a clean detection of anomaMUd/ production as predicted

e.g. by A. White’s theory of the supercritical Pomeron [269]. Two-photon productich of
pairs,pp— ppZZ is not allowed at the SM tree level, but yields similar sensitivities to the
anomalous QGCs in this channel.

Two-photon exclusive production of pairs of SUSY particles.The cross sections for
production of pairs of charginos, sleptons and charged Higgs bosons via photon-photon
fusion at the LHC decrease rapidly with the masses of these particles [269]. This limits the
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scopeof SUSY searches to particle masses below 150—-200 GeWawever, the very clean
environment of this reaction makes it attractive compared to other production mechanisms;
the final state typically consists of two opposite-sign leptons and of migsin@he main
background is due to the exclusive productioWépairs discussed above.

Two-photon production of doubly charged Higgs bosons (appearing in GUTS) is strongly
enhanced, and leads to exclusive final states with two pairs of same-sign leptons.

Two-photon lepton pair production. Exclusive production of lepton pairs — a purely QED
process at lowt| — may serve for calibration of thpp luminosity; it may also be used for
calibration of the momentum measurement of the scattered proton. Thousands of exclusive
muon pairs are expected to be reconstructed in CMS for an integrated luminosity &f 1fb
The striking signature of extremely small muon acoplanarity angles of less than about 10 mrad
may be exploited already at the trigger level.

Single W and single top photoproduction.The cross section for sing&/ photoproduction,

pp— pWjX reaches almost 100 pb. This process can be therefore studied already at low
luminosity. It also provides a means to study rescattering effaé&[ At higher luminosities,
studies of high masgV j states will be possible; fow j invariant masses above 1 TeV, tens

of events are expected to be detected in CMS (and tagged by TOTEM) per*1T s will

allow to search for, as an example, an anomalous triple gauge cogplifgy. This process

is the main background in the search for anomalous photoproduction of single top.

Associated WH and top pair photoproduction. The associated photoproduction of
a SM Higgs boson and &/ boson has a cross section of about 20fb for Higgs
mass below 180 GeV?c About 50% of the forward protons are tagged by TOTEM,
and events with leptonioN decay can be triggered efficiently in CMS. The cross
section for photoproduction of top pairs is slightly above 1pb. Top pair production
is the main background foMWW H production, and in the photoproduction case the
signal-to-background ratio for photoproduction B¥f H pairs is superior to the one in
inclusive production.

7.4.3.5. Drell-Yan. The study of forward production of low mass Drell-Yan lepton pairs
at the LHC provides a unique opportunity to directly access Xopartons in the proton.

In this process, the lepton pair originates from the annihilation of a quark-anti-quark pair
whose fractional momenta; andx,, are related to the dilepton madd, and rapidity,y,
through

M
M? = sxXy; X12= — exp™Y, (7.2)

NE

with /s =14TeV, the centre-of-mass energy of the colliding protons. In order to access
low X, a large imbalance in fractional momenta is required, boosting the lepton pair to large
rapidities.

The CASTOR calorimeter will cover the pseudorapidity range 5:8< 6.6,
corresponding to Bjorkem-values down to 10’. With CASTOR alone, it may be possible to
obtain a crude estimate of the dilepton mass. With the additional information provided by the
T2 tracker, one can enhance the signal to background ratio by requiring tracks in association to
the electromagnetic energy deposits. As T2 will measure both the azimuthal and polar angles
of the tracks, a much more accurate measurement of the opening angle (and therefore of the
dilepton mass) and a two-dimensional studyMA andx will become possible.
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7.4.3.6.Validation of cosmic-ray generators.The correct simulation of the interaction of
primary cosmic rays in the PeV energy range with the atmosphere is a key tool in the
study of cosmic rays. Unfortunately, the available generators differ significantly in their
predictions for the energy flow, multiplicity, hadronic energy fraction etc., in particular at
high rapidities. These models can be tested at the LHC: a 100 PeV fixed-target collision in
air corresponds to the centre-of-mass energy ppaollision at the LHC. Several generators
were used to simulate inelastic and diffractive collisions at CRISSIET [271], SIBYLL [272],
DPMIET [273], NEXUs [271]. There are significant differences in the predictions, notably in
the region covered by CASTOR, T1 and T2. A measurement of these features with CASTOR,
T1 and T2 may thus be used to validate/tune these generators.

7.5. Physics with heavy ions

7.5.1. High-density QCD: heavy-ion physics

Quantum Chromodynamics (QCD) is the only existing quantum field theory within the
Standard Model, whose collective behaviour, phase diagram and phase transitions, are
accessible to study in the laboratory. High-energy nucleus-nucleus collisions offer the only
experimental means known so far to concentrate a significant amount of e@&ig/TeV) at

the LHC) in a “large” volume (@100 fnt) at thermalisation times af, ~ 1fm/c), allowing

the study the many-body dynamics of strongly interacting matter. The programme of high-
energy heavy-ion physics addresses several key open questions of the strong interaction:

e Deconfinement and chiral symmetry restoration. Lattice QCD calculations predict a
new form of matter at energy densities abave: 1 GeV/fn? consisting of an extended
volume of deconfined and bare-mass quarks and gluons: the Quark Gluon Plasma
(QGP) [274]. The scrutiny of this new state of matter (equation-of-state, order of the
phase transition, ...) promises to shed light on fundamental questions such as the nature
of confinement, the mechanism of mass generation (chiral symmetry breaking, structure of
the QCD vacuum) and hadronisation, that still evade a thorough theoretical description due
to their highly non-perturbative nature.

e Non-linear parton evolution at small-x. At high energies, hadrons consist of a very dense
system of gluons with small (Bjorken) parton fractional momexta pparton/Phadron:
At low-x, the probability to emit an extra gluon is largeasln(1/x) and non-linear
gluon-gluon fusion processes start to dominate the parton evolution in the hadronic wave
functions. Whereas at values ®f> 1073, the parton evolution witfQ? (or In(1/x)) is
described by the usual DGLAP (or BFKL) equations, at lower valuex ahd around
Q2% ~3GeV?/c?, such a saturated configuration is theoretically described in terms of the
“Colour Glass Condensate” (CGC) picture [275]. Since the nonlinear growth of the gluon
density depends on the transverse size of the system, the effects of gluon saturation are
expected to set in earlier (at higherfor heavy nuclei than for free nucleons.

In addition, the study of heavy-ion collisions has interesting connections to other research
areas such as:

e Early Universe cosmologyThe quark-hadron phase transition took place somesléfter
the Big-Bang and was the most important event taking place in the Universe between the
electro-weak (or SUSY) transition (¢ 10-1°s) and Big Bang nucleosynthesis (BBN, at
T ~ 200s). Depending on the order of the QCD phase transition, several cosmological
implications such as the formation of strangelets and cold dark-matter (WIMP) clumps or
baryon fluctuations leading to inhomogeneous nucleosynthesis, have been postulated [276].
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e High-energy cosmic-ray physicsThe energy and mass of cosmic particles with energies
above 16*eV can only be measured via the ground-based detection of “extended air
showers” (EAS) generated in upper-atmosphere interactions of cosmic rays (protons and
ions up to Fe) with air (N,O nuclei). The interpretation of the EAS (and the related
astro-particle phenomena) relies heavily on the accurate modelling of hadronic multi-
particle production in proton-nucleus (p+N, p+0O) and nucleus-nucleus (He+N, N+N, Fe+N)
collisions in the TeV range. Direct measurements at LHC are needed in order to calibrate
and tune the EAS models and correctly extrapolate their predictions to the highest cosmic-
ray energies measured (t?°eV).

e Gauge/String duality. Theoretical calculations based on the AdS/CFT correspondence
permit to obtain results in strongly couplegf{. > 1) gauge theories (QCD-like: SUSY
N =4 Yang-Mills) in terms of a dual gravity theory. Recent applications of this formalism
have allowed, for the first time, to compute finite temperature QCD transport coefficients
(such as the ratio of the QGP viscosity over entropy dengis),experimentally accessible,
from black hole thermodynamics calculations [277].

7.5.2.Hard probes of QCD matter at LHC

Nucleus-nucleus collisions at the LHC offer a unique opportunity for studying strongly
interacting matter at values of energy and particle densities never reached before. The factor
of 30 increase in energy between RHIC and the LRG( = 5.5 TeV for PbPb) leads to
copious production of hard QCD probes: high-hadrons, jets, quarkonia, direct photons,
etc., arising from parton-parton scatterings with large squared momentum tr&p&f&iich
perturbative processes take place at time scatesl/pr < 0.1fm/c, and involve primary
partons with fractional momenta of order~ 10-3(10-°) at central (forward) rapidities. The
produced hard probes are, thus, sensitive to initial-state modifications of the jp@aston
distribution functions, as well as to final-state effects while propagating through the bulk
matter formed in the collision.

The contribution of CMS to the heavy-ion physics programme at LHC is extremely
competent based on a number of unique experimental capabilities including:

(i) Very large acceptance at midrapidity (|« 2.5, full ¢) for layered detection of charged
hadrons (with the best momentum resolution for charged tracks at LHC) and neutral
hadrons as well as muons, electrons, and photons over a wide rapge of

(ii) The best mass resolution of any LHC detector for quarkodia/, Y) measurements
leading to clean separation of the various states, improved signal over background, and
large reconstructed yields.

(iif) Complete electromagnetic and hadronic calorimetry since day-1 for full jet triggering and
reconstruction ovefn| < 3 and A¢ = 2z with a large statistical significance for single
jet and jet#X channels X = jet, y, Z), and for full b- and c- jet identification, allowing
detailed studies of “jet quenching” phenomena.

(iv) Unparalleled forward physics (low-QCD) capabilities thanks to the forward hadronic
calorimeter HF (34n| < 5), CASTOR-TOTEM (5.54n| < 6.6), and Zero-Degree-
Calorimeter (] >8.1 for neutrals) detector systems.

(v) A DAQ system capable of delivering almost every PbPb event to the High Level Trigger
allowing maximum flexibility to select rare probes at the highest multiplicities expected at
the LHC.

Among the various perturbative probes accessible to measurement, we focus on
this report on the quarkonia detection via théu~ decay channel. Other experimental
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capabilitiesjn the hard (notably jet reconstruction in the heavy-ion environment), soft (hadron
multiplicities, elliptic flow . ..), and lowx (e.g. quarkonia photoproduction in electromagnetic
PbPb interactions) sectors will be discussed in detail in CMS Physics TDR addendum for
Heavy lons.”

7.5.3. Gluon saturation and QGP colour screening via Quarkonia

The production of heavy-quarks at LHC proceeds mainly via gluon-gluon fusion processes
and, as such, is sensitive to nuclear modifications of the gluon density at. |8Wvs/Sy =
5.5TeV, the average fraction of the nucleon momentum carried by the interacting parton
producing al /v at mid (forward) rapidity igx) ~ 3-10-3(107°). Such a kinematical domain
is well in the regime where gluon saturation effects and departures from [PreddGLAP)
and In(1k) (BFKL) evolutions should be observable. In addition, the final-state formation
of QQ boundstates is expected to be suppressed in a deconfined medium due to colour
screening of the heavy-quark potential. Recent finite-temperature lattice QCD calculations
exhibit a substantial reduction of the heavy-quark internal enérgy, with increasing
temperature. The ground-state charmonium stdfe/§ has been found to dissolve slightly
below 2-Tg it ~ 330 MeV, whereas much higher dissociation temperatufgss ~ 4 - Terit
reachable at LHC, are needed to dissociate YTheAlthough J/v suppression has been
indeed observed in central A+A collisions both at CERN-SPS and RHIC energies, competing
mechanisms to colour deconfinement (hadronic co-movers interactions and charm quark
recombination) have been proposed to explain the observed cross-sections. At variance with
charmonia states, the study of the much heavier bottomonia spectroscopy accessible at LHC
is free from the distorting hadronic and coalescence contributions, and is directly sensitive to
the temperature conditions of the produced partonic medium.

CMS has focused on the quarkonia detection through their decays to muon pairs. The
good muon momentum resolution translates irffamass resolution of = 54 MeV/& (in
the central barrel regiofy| < 0.8), the best of all the LHC detectors. This good resolution
provides a clean separation between the members ofYthlamily with a consequent
improvement in the signal to background ratio, even in head-on PbPb collisions with particle
multiplicities as large afN¢n/dn|,—0 =5000. The expected signal/background ratios are
S/B~1(5), S/B~0.1(1) for J/¥ and Y respectively in the full (|< 0.8) rapidity
range. In the absence of initial- or final-state medium effects, production cross sections of
B0 =50mb and 30@b respectively will be measured in minimum bias PbPb collisions.
The expected reconstructed yields for both charmonium and bottomonium resonances after
background subtraction, in one-month data taking (with 50% overall efficiency) and nominal
PbPb luminosity (0.5nt}), are O(1.5-10°), ©(2-10% respectively. These statistics will
allow detailed quantitative studies of quarkonia production as a functioprpfapidity
and/or centrality. Any departure from the expected “vacuum” cross-sections will provide
valuable information on the initial-state modifications of the nuclear parton (especially, gluon)
distribution functions, as well as on the thermodynamical state of the produced medium from
the predicted “melting” pattern of different quarkonia states due to colour screening.
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Chapter 8. Physics of Top Quarks
8.1. Selection ott events and measurement of the cross sections

8.1.1. Introduction

The goal of top physics at the LHC is to characterise the properties of this heaviest fermion
of the Standard Model by measuring observables in its production and decay exploiting all
possible decay channels. Important examples are the production cross section and the mass
and spin properties of the top quark.

Most of the top quarks at the LHC will be producedtapairs.Thett productioncross
section is estimated to be 830 pb [278] at NLO and the dominant production mechanisms are
gluon-gluon fusion (R90%) and quark-anti-quark annihilation {8%). Within the Standard
Model the top quark decays almost exclusively ¥Wdoson and & quark. The decays of the
tt systemare then classified according to the decays ofAH&V— system as dileptonic, semi-
leptonic or fully hadronic. Th&V can decay into leptonsg; ve, u~v,, T~ vy, Or into quarks,
ud’, cs’, where the charge conjugate is implicit. Neglecting QCD corrections, branching
fractions of 9/81 (11.1%) for the dileptonic, 36/81 (44.4%) for the semi-leptonic and 36/81
(44.4%) for the fully hadronic decay channel are obtained.

For our studies we usertHia for the simulation of signal and background events. As it
includes spin correlation itt productionalso samples generated withpREX are used for
signal events.

8.1.2. Dileptonic channel

8.1.2.1. Event selection fdrfb~t. The very clean signature of this channel combined with

a high signal-to-background ratio makes it possible to se¢teetents with simple kinematic

cuts. The selection is therefore suitable for the expected early performance of the CMS
detector and will allow to establish the signal as well as to measure the top mass at an early
stage of the experiment.

For an integrated luminosity of 1B about 54000 signal events are expected according to
the leading-order estimate pfTHiA. The main backgrounds with a final state mimicking the
signal areZ, WW, W Z and Z Z production accompanied by jets. Furthermore, events from
semi-leptonic and fully-hadronic top-quark pair production with misidentified leptons and
leptons from b-quark jets eventually constitute the dominating background. Here, dilepton
events with W bosons decaying inteleptons are considered signal events if thiepton
decays leptonically. Details of the analysis can be found in Reference [279].

Events are required to pass the Level-1 and High Level Trigger, in particular the single
and dilepton subtriggers. In addition to trigger criteria, events must contain at least two jets and
two oppositely charged leptons. Electrons are identified using an electron likelihood method
combining various electromagnetic shower variables and track-to-supercluster-matching
criteria. After this pre-selection about 15000 signal events are left in & Ifata set with
a signal over background ratio &B = 1/10. The most important background at this stage
consists ofZ +jets production with an accepted cross section of about 120 pb and a similar
final state.

Isolation criteria reduce the contribution from misidentified leptons and leptons from
b-jets. For a lepton candidate no other track or calorimeter hits amounting to 10% or more of
the leptonpr are allowed in a cone oA R < 0.2. Two charged leptons are then chosen with
a discriminant based on the likelihood ratio in case of an electron, the energy deposited in a
cone of AR = 0.2 around the lepton axis and tpe of the lepton.



CMS Physics Technical Design Report, Volume |I: Physics Performance 1203

> F >
8 180; . Signal 8 100~ . Signal
o r o r
N C Zjets o - Zjets
- 160 -
@ £ . P L .
S 140 . Diboson S 80~ Diboson
3 f 3 |
120 ; . ttbar non dilepton : . ttbar non dilepton
C ] 60— —
100~ — L |
8oL = i 1
E 1 401 7
60— . l i
40 E 20 _
20 - L J
0
100 150 200 250 300 100 120 140 160 180 200 220 240 260 280
invariant mass [GeV/c?] top mass [GeV/c?]

Figure 8.1. Left: Invariant mass of the two lepton candidates indicating the cut window to remove
Z +jets events. Right: Most likely top mass after selection forifb

Both b-jets are selected with a discriminator based on thejetthe invariant mass of
tracks inside the jet and the output of the combined b-tagging algorithm [157]. Using this
scheme the correct jets and leptons of the signal are selected for more than 90% of the events,
if they could be reconstructed. It has been shown in reference [157] that, durifigstitata
taking phase®f the LHC, the degradation in b-tagging performance is still acceptable. This
implies that the b-tagging results presented here remain essentially correct.

Figure8.1shows the invariant mass of the two lepton candidates ZTimass peak of the
invariant mass distribution of two same type leptons is used to remove the contamination due
to Z +jets events. As a further improvement a cut onltitag discriminator is applied to the
two selected jets.

The non-dileptortt events usually contain more jets withpg greater than 30 GeV/c
but do not contain two higlpy leptons. The second lepton candidate is considerably softer
than the corresponding lepton from the signal decay channel. So a cut on the lower transverse
momentum lepton is imposed withr > 20 GeV/c. The two neutrinos in the decay of the
W bosons lead to significant missing transverse en&g§* whereas the decay & bosons
into electrons or muons does not gene@f¥s, The cutEsS > 40 GeV further improves the
signal to background ratio. At this stage about 1800 signal events are left with a signal over
background ratio 05/B = 7.3/1.

The kinematics of th& dilepton events yield an underconstrained equation system due to
the two undetected neutrinos in the final state. However if, all other kinematic quantities have
been measured it is possible to make a fit imposimgand assuming a top mass parameter
in the range of 100 to 300 GeVcA weight can then be assigned to the different solutions
obtained [279]. Figur®.1 shows the distribution of the most likely top mass for signal and
background events in the range 100 GeX/#cm; < 300 GeV/¢é.

The event topology of most of the background events passing the previous cuts does
not satisfy the dilepton kinematical constraints. Therefore considering only candidates which
give a mass estimate in the range of 100 to 300 Gé&Vither reduces the background and
raises the signal over background ratio to abSutB = 12 : 1. The remaining background
essentially contains only non-dileptdhevents. In a dataset equivalent to 1¥p657 signal
events are selected with an overall efficiency of 1.2%.
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We conclude that a measurement of ttte cross section and the top mass (see
Section8.2.1) in the dileptonic channel will be possible already with a modest amount of
luminosity [279].

8.1.2.2. Event selection for higher luminositieS he trigger is based on the presence of one
muon or electron which covers with high efficiency all the possible final states in this channel.
The selection of events in this channel then requires after trigger selection the presence of just
two oppositely charged leptons withr > 20 GeV within pseudorapidity ranges #2.4 and

+2.5 for muons and electrons respectively. Details are available in [279].

The reconstruction efficiency is good for both for muons and electrons. More than 97%
of the generated muons are correctly reconstructed in the considered range, as well as 90% of
the electrons, withpr above 20 GeV/c [279]. An electron is considered isolated if the total
uncorrecteder of the jets within a coné\ R < 0.3, minus the leptoir, is less than 30% of
the leptonEr. In a similar way a muon is considered isolated, if the sum ofgthef all the
tracks present in a cone &fR < 0.3 minuspy of the muon is less than 2 GeV/c. Candidate
events must hav&ss > 40 GeV. The analysis requires at least two jets with uncorrected
Er > 20 GeV detected withiy| < 2.5, where a jet is defined as a fixed-cone cluster with a
cone size ofR = 0.5. Jets produced by electrons are discarded before applying the previous
selection by removing those which have an electromagnetic supercluster wikia 0.2
with a ratio between the electromagnetic energy of that supercluster and the uncorrected jet
energy above 0.75.

b-tagging techniques based on the explicit reconstruction of a secondary vertex in a
jet[157] are used to further suppress backgrounds in which no jets from b-quarks are present.
The dominant backgrounds to dilepttinevents are those which have real leptons, EaFS
and jets originating from initial or final state radiation, arising mainly from dibostvs\{

W Z, andZ Z) + jets production, and also from top quark decays, either from the semi-leptonic
channel or from tau decays producing leptons. This kind of backgrounds are expected to
be determined using MC simulation. Instrumental backgrounds, are characterised in general
by their large cross sections but not having r&l'sS, among them areZ +jets, Drell-

Yan (Z/y* — ¢*£~) production, “fake” leptons iW — ¢v + jet events where a jet is falsely
reconstructed as a lepton candidate. In principle it is harder to estimate their contribution to
the final sample using MC simulation.

After this selection an efficiency close to 5% is obtained, with a very high rejection of all
the backgrounds considered at the level of*L0L or better, as shown in Tab&1. A S/B
value of 5.5 is obtained, the main background being the one arising from the dilepton channel
itself in which at least one of thé/ decays inta v, and with a subsequent leptonic tau decay.

Different sources of systematic uncertainties have been identified that affect event
selection and background determination and thus the cross section measurement. Detailed
studies [279] of these sources have been done based mainly on the results of the
studies performed in [7] and [201]. Among the most important experimental sources are
uncertainties on the jet energy scale and the b-tag efficiency. The impact of theoretical
and phenomenological uncertainties such as those on hadron fragmentation and PDF have
been studied using samples generated with differentiia parameters and simulated and
reconstructed with the CMS fast simulation and reconstruction program. The uncertainty
in the cross section coming from the luminosity estimation was taken as 3% as expected
for 10fb~! integrated luminosity. As the nori-backgrounds small it does not contribute
significantly to the uncertainty. The results are summarised in Taldeand lead to an
estimated total error on thé crosssection measured in the dileptonic channel using electrons
and muons ofAoyt /o = 11%(syst) +0.9%(stat) +3% (luminosity).
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Table 8.1.Cumulative effect of the different selection criteria applied to the simulgtddepton
sample (electrons and muons) and simulated backgrounds. The column denottr@sponds
to tt dilepton sample in which at least ol'¢ decays into a lepton. The numbers correspond to
LO accepted cross sections in pb.

Signal ¢ ww Wz z7 Z+jets othettt
Beforeselection 24.3 30.4 7.74 0.89 0.11 3912 438
Level-1 + HLT 194 151 44 0.37 0.07 657 92
2 jetsEr > 20 GeV 115 98 0.6 0.012 0.006 23.9 73.1
E?“SS> 40 GeV 9.6 81 05 0.01 0.003 5.8 53.6

Two opp. charged leptons 3.2 0.42 0.04 0.001 0.001 1.17 0.12
b-tag of two highesEt jets  1.12  0.15 0.002 ~10% ~10° <0.01 0.05

Table 8.2.Uncertainties in thef dilepton cross section determination for 10%b

Effect A0t dil e/ Ot dil e/
Jet Energy Scale 3.6%
b-tag efficiency 3.8%
Lepton reconstruction 1.6%
Efiss 1.1%
ISR and FSR 2.5%
Pile-Up 3.6%
Underlying Event 4.1%
Heavy quark fragmentation 5.1%
PDF uncertainties 5.2%
Statistical uncertainty 0.9%
Integrated luminosity 3%

8.1.2.3.Top decays to tau leptons.n this section studies performed to select events with
leptons in the final state are presented. We consider here dilepifodécays with one tau
lepton decaying into hadrons in the final stite> bbrv, ¢y, (¢ =e, ). The measurement

of the ratioB R(tt — £1 + X)/BR(tt — ££+ X) will allow to set new limits on the presence

of non-standard physics in top decays. Furthermore, this channel is a source of background
for Supersymmetry and Higgs searches, as well as for the other dileptonic top channels.

Tau candidates are selected and identified following the method of the MSSM Higgs and
HLT analyses [280], adapting the different selection criteria to the momentum range in which
tau candidates are expected to be produced in top decays [279]. The hadronic tau identification
efficiency obtained in the dilepton samples is about 30% using this method as can be seen in
Fig. 8.2.

Event selection proceeds in a similar way as in Secfidn2.2but only one isolated
lepton (electron or muon) is allowed. One isolated tau candidate separated from the isolated
lepton has to be present, and the isolated lepton and the tau candidate must have opposite
charges. The effect of these selections are described in detail for siaenple in Tables.3.
b-tag for the two accompanying jets is also required. An efficiency close to 2% is obtained,
with a very high rejection of all the backgrounds consideredS/8B value close to 1 is
obtained, the main background being the one arising frontteemi-leptonic channel. The
majority of the systematic uncertainties are described in Se&ibr2.2. There is another
systematic uncertainty intrinsic to this analysis due tottmeconstruction and identification.
Based on preliminary studies, we assigned a 12% uncertainty te teeonstruction and
identification. Statistical uncertainty in the cross section determination is about 1.3% for an
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Figure 8.2. Reconstruction efficiency of tau candidates as a functioprofind . Errors are
statistical only.

Table 8.3.Cumulative effect of the different selection criteria applied to the simulgtedmple.
Numbers correspond to LO accepted cross sections.

Cut Efficiency times cross sections (pb)

tt (signal) tt (other dilepton) tt (semi-leptonic) tt (hadronic)

Before selection 15.62 38.94 218.88 218.88
Trigger 8.61 25.40 85.90 2.08

2 jets 6.97 18.90 80.08 2.04

> 11so lepton 4.27 13.11 34.93 0.11
Eiss > 40 GeV 3.58 10.89 26.41 0.05

1 lepton 3.48 6.73 25.24 0.04

7 cand. with opp. Q 0.75 0.20 0.75 0.001
b-tagging 0.29 0.07 0.30 0.0005

integrated luminosity of 10 fb! . Then the relative uncertainty in the estimation of the cross
section is given byAoiz il 1,6,/ 0tt dil 7,ep = 16%(Sysh £1.3%(stat) 3% (luminosity).

8.1.3. Semi-leptonic channel

The semi-leptonidt decayhas a final state topology of four hadronic jets of which two
originate from a b-quark, an isolated lepton and missing transverse momentum. In this section,
we consider the measurement of the cross section of the semi-leptgmieductionwhere

the lepton is a muon [281].

Both the Level-1 and the High-Level Trigger selection criteria are applied on the
simulated events, resulting in the efficiencies shown in T8ble The single-muon trigger
stream was used. The jets are reconstructed from the combined electromagnetic and hadronic
calorimeter energy deposits and clustered with the Iterative Cone algorithm using an opening
angle ofAR = 0.5. A transverse energy threshold of 0.5 GeV is applied on the input objects
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Table 8.4.Overview of the selection criteria applied. The expec®#® values take into account
the respective Leading-Order cross-sections of the processes.

Semi-lept.  Other

tt tt W+4j Wbb+2j Wbb+3j] S/B
Beforeselection 365k 1962k 82.5k 109.5k 22.5k 5.9
L1 +HLTTrigger 62.2% 5.30% 24.1% 8.35% 8.29% 7.8
Four jetsEt > 30 GeV 25.4% 1.01%  4.1% 1.48% 3.37% 9.9
plePton S 20 Gev/c 24.8% 097%  3.9% 1.41% 3.14%  10.3
b-tag criteria 6.5% 0.24% 0.064%  0.52% 0.79%  25.4
Kinematic fit 6.3% 0.23% 0.059%  0.48% 0.72%  26.7
Selected cross section (pb) 5.21 1.10 0.10 0.08 0.05 26.7
Scaled. = 1fb! 5211 1084 104 82 50 26.7

before clustering. Optimisation of the parameter settings of the clustering algorithms are
considered in [282]. Only the jets in the vicinity of the primary vertex are considered in
the analyses, rejecting in general those jets with a small transverse momentum. The energy
scale of the reconstructed jets is calibrated using the methods described inj2®8ig the

list of muon candidates identified flavour, the muon originating directly fromWthboson

decay is selected following the procedure described in [284]. The transverse momentum
components of the unobserved neutrino are estimated via the missing transverse momentum
which balances the vectorial sum of the energy deposits in the calorimeter above the transverse
energy threshold mentioned.

The event selection consists of a series of sequential cuts on kinematic or topological
variables. The event is required to have at least four jets after applying the primary vertex
constraint with a calibrated transverse eneligy, exceeding 30 GeV and within a pseudo-
rapidity in the range of the trackdn| < 2.4. If more than four jets match this criterion, the
four leading jets are selected as those with the highgstOf these four jets, two have to
be b-tagged according to the method applying a combine¢dg variable described in [281,
285,286]. The selected lepton is required to be within the tracker acceptance and to have a
transverse momentum larger than 20 GeV/c.

After classifying two of the four reconstructed jets as b-quark and the other two as light
quark jets, only two jet combinations remain to reconstruct the hadronically-decaying top. A
kinematic fit [167] was applied on the reconstructed event for both jet combinations forcing
the reconstructeV boson mass to its precisely known value. Before applying the kinematic
fit the energy scale of the light quark jets is corrected for an overall bias in the reconstructed
W boson mass. Following the method described in [287] after the event selection mentioned
above, an inclusive jet energy scale correction-8£7% was obtained and applied to light
quark jet candidates. The event is finally selected if the fit converged for at least one of the
combinations.

The selection efficiency for the signal events is estimated to bed6(284%. The
fraction of tt signal events in the selected sample of inclusitedecaysis estimated to
be 82.8+0.2%. The signal-to-background ratio after the event selection is 26.7, where all
tt decaychannels are considered as signal. Hence the systematic effect of the background
contribution is minor. Itis shown in [281] that after the event selection topological observables
will not help much in differentiating between signal and background. The cross section is
therefore estimated from counting events. The statistical uncertainty on the estimated cross
section is 1.2%, 0.6% and 0.4% for integrated luminosities of 1,f6fb~! and 10fb?,
respectively.
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Table 8.5.0verview of the systematic uncertainties on the cross section.

A6y /Gt

1fp~? 5t 10fbt
Simulation samples §gm) 0.6%
Simulation samplesHsim) 0.2%
Pile-Up (30% On-Off) 3.2%
Underlying Event 0.8%
Jet Energy Scale (light quarks) (2%) 1.6%
Jet Energy Scale (heavy quarks) (2%) 1.6%
Radiation (Aqcp, Q3) 2.6%
Fragmentation (Lund brq) 1.0%
b-tagging (5%) 7.0%
Parton Density Functions 3.4%
Background level 0.9%
Integrated luminosity 10% 5% 3%
Statistical Uncertainty 1.2% 0.6% 0.4%
Total Systematic Uncertainty 13.6% 10.5% 9.7%
Total Uncertainty 13.7% 10.5% 9.7%

Systematiceffects are introduced only on the signal events, changing the efficiency of
the event selection. Similar effects on the background samples should be a second order
effect on the inferred cross section. For the theoretical or phenomenological uncertainties
the prescription of [201] was used as described in [ZBl¢ list of systematic uncertainties is
shown in Table8.5. The dominant systematic effects are b-tagging, and in the early stage the
uncertainty on the integrated luminosity. For an extended discussion on the studied systematic
effects we refer to [281]. As a consequence of the kinematic fit, the uncertainty on both the
light- and heavy-quark jet energy scale results in a limited systematic uncertainty, of about
1.6%.

The total relative systematic uncertainty on the cross section is 10.5% which can be
compared to a relative statistical uncertainty of 0.6% at% fihe total uncertainty of 10.5%
scales with the integrated luminosity as shown in Bi@. In this plot it is assumed that the
uncertainty on the determination of the integrated luminosity scale as the inverse square root
of the integrated luminosity. At an integrated luminosity of about 3 fihe total uncertainty
is dominated by the uncertainty on thetagging performance. For the uncertainty on the
b-tagging efficiency a conservative 5% is taken according to [286] although the Tevatron
experience shows that a value of 2% can be reached 2334,

8.1.4. Fully hadronic channel

The fully hadronic final state, characterised by a six-jets topotbgy WW b — qqqqtb,

hasthe largest branching fraction (46%), and kinematics that can be fully reconstructed.
However, this channel is affected by a large background from QCD multi-jet production,
which makes the isolation of the signal rather challenging, and internal jet-parton permutation
uncertainties. Improvements in the signal-to-background ratio are possible by requiring
the presence ob-quark jets and by selecting central and very high-energy kinematic
configurations which are expected for jets arising from the decay of a massive object like
the top quark. A specific multi-jet trigger which udesagging information has been devised

for this analysis and an optimised selection has been applied. The analysis is described in
detail in [279].
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Figure 8.3. Statistical and total uncertainty on the inferred cross section of the prpgess
tt — bggbuv,, as a function of the integrated luminosity.

The signal sample consists of 500000 inclusivevents, from which a sub-sample of
230000 fully hadroniat events is extracted. The background consists of 1.5 million multi-
jet events (QCD) generated with 50pr < 470 GeV/c, where thgr symbol indicates the
transverse momentum of the most energetic parton of the hard scattering before the final-state
radiation processes.

8.1.4.1. Trigger pre-selection and event selectiomhe trigger pre-selection uses the
inclusive jet trigger envisaged in [76] and a special inclubijet trigger [290]. The inclusive

b-jet trigger combines in the first stage tlhetagging requirement with an inclusive jet
trigger which applies tuneéy thresholds of 350 GeV for single jets, 150 GeV for 3-jet and

55 GeV for 4-jet topologies; then laxtagging based on pixel and regional track and vertex
reconstruction is performed on the two most energetic jets. The trigger requires either multiple
jets in the event or b-tagged jet among the two highest-jets. After the trigger pre-selection

the QCD rate is reduced to 23 Hz, the signal efficiency is 16.8% and the signal to background
ratio, S/B, amounts to 1/300.

The selection is designed to optimise the statistical significa®6gS+B for an
integrated luminosity ofz = 1fb~1. The first step of the selection requires a topology of
6 < Njet < 8. For a jet to be counted, the jet pseudorapidity must satigfy: 2.4 and its
transverse energy must be greater than 30 GeV. Event shape variables, potentially able to
separate the signal from the background are then taken into account. The useful ones are
centrality, aplanarity and non-leading jet total transverse energy obtained removing the two
most energetic jets)(4 Et) of which distributions are shown in Fig.4. After the selection
b-tagging is applied to the surviving samplestbfully hadronic and QCD events. Selection
criteria of at least onb-jet and twob-jets are considered.

Table 8.6 summarises the selection applied in cascade. The signal-to-background ratio
amounts to 1/17 and 1/9 for the 1 andb-2ag samples,respectively, and resulting in signal
efficiencies of 3.8% and 2.7%.

The signal efficiency relative to the total inclusiiesample, to be used in the calculation
of the totaltt production cross section, becomes 2.3% (1.6%), respectively for the 1 (2) b-tag
requirement. The estimated statistical uncertainty on the cross section is reported ®. Table
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Table 8.6. tt fully hadronic and QCD effective cross sections, signal-to-background ratio,
statistical significance for 1 ft} and signal efficiency at each step of the selection.

Selection Requirement oe [pb] ceqep [pb] S/B S/V/S+B & (%)
Before Selection (pyrHiA O) 225 25M 1/16 0.04 100
Trigger HLT multi-jet+bjet 38 11600 17300 11.1 16.8
Event 6< Njet <8 35 7900 1/225 124 15.5
Et > 30GeV 15 930 1/60 154 6.6
centrality> 0.68 9.9 324 1/33 17.1 4.4
aplanarity>0.024 9.0 251 1/28 17.7 4.0
> 3Er >148GeV 9.0 229 1/25 18.4 4.0
b-tagging 1 b-tag 8.6 148 1/17 21.7 3.8
2 b-tag 6.0 54 1/9 241 27

Table 8.7. Number of tt and QCD events,tt efficiency, absolute and relative statistical
uncertainties expected on the cross section measurement for an integrated luminosity of 1fb

Requirement L£=1fb!

tt events QCD eventse (%) (Ao)stat [pb] (Ao /0)stat(%0)

1b-tag 11500 148000 2.3 17 3.5
2 b-tag 8000 54000 1.6 15 3.0

Sourcesof systematic uncertainty are studied as described in detail in [20d][7].
From the experience of CDF and D@ experiments at Tevatron [291], one of the dominating
systematic uncertainties arises from jet energy scale. The systematic uncertainty related
with the trigger selection is calculated considering contributions from b-tagging and jet
energy scale. Tabl8.8 summarises the contributions to the total uncertainty on the cross
section, which combined lead to a relative uncertainty\ef/oc = 3%(sta + 20%(sys} +
5%(uminosity).

8.1.4.2. Event selection based on neural nek. more refined selection is based on a neural
net exploiting the same variables considered so far. Such approach is attempted in order to
investigate the possibility of improving th®/B ratio and/or the efficiency. The previous
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Table 8.8.Contributions to the systematic uncertainty on theross section measurement in the
fully hadronic channel (cut based approach).

Ao /o (%)
HLT 5.9
Pile Up 10.0
Underlying Event 4.1
Fragmentation 1.9
PDF 4.2
IS/FS Radiation 7.9
Jet Energy Scale 11.2
b-tagging 2.0
Background 5.0
Integrated Luminosity 5.0
e — fi fully hadronic | S r .
£ -weees QCD o 925 3
I i 0.25-., E
1025— E [ ]
R 1 oasp el ks
] 3
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Figure 8.5. Left: distribution of the neural net output ftrandQCD. Right: signal-to-background
ratio as function of the signal efficiency. For comparison the result of the cut-based selection is
also shown.

selection, called “cut-based", could represent a more conservative approach for the first LHC
analyses.
The most effective neural network configuration studied is applied tattlaead QCD
events satisfying the topology request o&Nje; < 8 (jet pseudorapidityn| < 2.4) after a
cut on jet transverse energy Bf > 25 GeV and consists of 6 input nodds: of the first and
sixth jet with the jets ordered in increasifi, centrality, aplanarity ", Er and sphericity.
The performance of the neural net is shown in Bi§which compares the output distributions
for signal and QCD background. TI&#B ratio as a function of thi efficiency is also shown.
With respect to the cut-based selection, the request for a neural net gu@ut improves
the S/B ratio from 1/25 to 1/10 with same efficiency of about 4%.
As done after the cut-based selectiom-tagging is applied to the surviving samples of
tt fully hadronic and QCD events, and selection criteria of at leasbgeeand twob-jets
are considered. Improved signal-to-background ratio, amountingt¢1y 3) respectively for
1 (2) b-tag samples, can be achieved using the neural net keeping the same signal efficiencies
of 3.8% (2.7%). This means an estimated relative statistical uncertainty on the cross section
of 2.3% (12.0%), with the same expected numbettadvents for an integrated luminosity of
L=1fb"
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8.2.Measurement of the top quark mass

8.2.1. Dileptonic events

The dilepton channel benefits of a clean signature and a large signal-to-background ratio even
though the presence of two neutrinos prevents a direct reconstruction of the top-quark mass.
However, the event kinematic retains a large sensitivity to the top mass which can be exploited
in various ways. The method presented here is discussed in more detail in [279].

The six unmeasured kinematic quantities corresponding to the momentum components
of the two neutrinos are reduced by assuming momentum balance in the transverse plane, by
imposing themyy constraint and by requiring both top-quark masses to be equal. The event
kinematics can then be written as a fourth order polynomial with the top mass as a parameter.
For each candidate event we step through top mass values in the range 108 &ew/<
300GeV/¢ in 1GeV/¢ steps and weight the kinematic solutions, including their fourfold
ambiguity, with the Standard Model expectations of the neutrino momentum spectrum. For
each event the most likely solution, i.e. the solution with the highest weight, is retained. The
mass distribution of these most likely solutions is shown in Bid.for 1fb~1. The figure
shows a clear mass peak at the expected value for the fully-simulated and reconstructed events.
A Gaussian fit to the signal in a range corresponding to 40% of the maximum yiglgs
178.54+ 1.5 GeV/¢ for an input top mass of 175 Ge\Zovhere the uncertainty is statistical.

With 10fb! the statistical uncertainty will be reduced to 0.5 Ge% /€he background is
small and essentially flat and does not affect the mass determination significantly.

The main systematic effects are due to the assumptions used to reduce the complexity
of the kinematic equation system and to detector effects. The dominating systematic effect in
the first category is the uncertainty on the initial and final-state radiation which changes the
amount of transverse momentum of thesystemand the kinematic constraints. This results
in an uncertainty on the top massafn, = 0.3 GeV/¢ [201]. The zero width approximation
for both theW bosons and the top quarks in the equation system gives rise to another shift of
about 0.1 GeV/&

The expected uncertainty on the jet energy scale for the early data amounts to 15%,
independent of the jepr, which corresponds to an uncertainty afn, = 4.2 GeV/¢ for
the first 1fb* of integrated luminosity. This uncertainty is reduced to 2.9 GéMyith an
improved calibration in 1-10 fo based on photons and jets, especially jets fidhiboson
decays in semi-leptonic and fully-hadroriicevents. Further improvement in the knowledge
of the jet energy scale after 10fhare expected to reduce this uncertainty to about 1 G&V/c

In conclusion, the kinematic reconstruction of the dilepton channel will allow an early
measurement of the top-quark mass. Assuming that the goal for a precise jet energy scale
determination fob-quarks can be achieved the expected precision on the top mass in this
channel with 10 fot is Am; = 0.5 GeV/é(stat) = 1.1 GeV/&(sys.

8.2.2. Semi-leptonic events

The semi-leptoni¢t decayis traditionally called theyolden channefor measuring the top-

guark mass. A measurement based on advanced analysis tools is described in detail in [292].
The event reconstruction and initial event selection follows the one of Segtiof. For

the event to be selected, exactly two out of the four leading jetb-éagged and the other

two need to be anti-tagged. The four leading jets should not overlap in order to reduce
ambiguities in the jet energy scale calibration procedure. The efficiency of each sequential cut
is shown in Table3.9.
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Table 8.9.Overview of the selection criteria applied after the lepton gfP**" > 20 GeVv/c in
Table8.4.

Signal Othetf W+4j Wbb+2j Wbb+3j S/B

Before selection 365k 1962k 82.5k 109.5k 22.5k 0.032

b-tag criteria 55% 0.21% 0.052% 0.47% 0.70% 3.73
No jet overlap 3.0% 0.11% 0.027% 0.25% 0.44% 3.87
sz-cut 20% 1.4% 0.039% 0.0097 0.061 0.07 5.3
Psign-cut 80% 1.2% 0.025% 0.0085 0.052 0.05 6.8
Peomircut 50% 0.7% 0.013% 0.0036 0.013 0. 8.2
Scaledc =1fb™! 588 64 6 2 0 8.2

The amount of events produced via a differébtdecaychannel in the selected event
sample is reduced by a likelihood-ratio method combining three kinematic observables
resulting in a variabld_sjgn Which is transformed into a probabilitis;g, for the selected
event to be a semi-leptonic mutinevent. An extra sequential cut is applied by requiring this
probability Psign to exceed 80%.

Among the four reconstructed jets, three have to be chosen to form the hadronic decaying
top quark. The efficiency and purity of this selection was significantly enhanced by applying
a second likelihood ratio method combining the information from several sensitive variables.
The jet combination with the largektmpvalue is taken as the best pairing. Tlhgm, value
is transformed into a probabilit.omp for the chosen combination to be the correct one. The
event probabilityP.omp is used in the event selection where events are selected if their value
for P.ompexceeds 60%, increasing the purity of the selected jet pairings to 81.6% in the mass
window of 25 GeV/¢é around the expecta, of about 175 GeV /&

For each jet combination a kinematic fit was applied as described which imposes the W-
boson mass for the hadronically-decaying W boson in the event [167]. Only jet combinations
are considered with a probability of the kinematic fit calculated fromy fisnd f exceeding
20%. For some events none of the jet combinations fulfill this criterium, therefore reducing the
total event selection efficiency. The fraction of fully hadrotfievents selected is negligible
(less than 0.05 events expected at 1jb From this we conclude that the also influence of
QCD produced jet events is minor.

When estimatingn, from the selected event sample by a simple Gaussian fit in a range
of 20GeV/¢ in both directions around the modal bin, a value of 12665 GeV/é
is obtained before applying the kinematic fit and 172.@.48 GeV/c? after applying the
kinematic fit, for an input value of 175 GeVZcThe errors reflect the statistical precision
of the available Monte Carlo signal sample. The top quark mass after the kinematic fit is
shown in Fig.8.6.

Rather than developing; estimators on samples of events, an event-by-event likelihood
approach is used to estimate from the fitted kinematics of the three jets of the hadronically
decaying top quark. The uncertainty on for each event is determined from the covariance
matrices of the kinematic fit. This uncertainty can either be assumed Gaussian or the full
range can be explicitly scanned with the kinematic fit.

To obtain information about the true value &f; we convolute the reconstructed
resolution function or ideogram with the theoretical expected probability density function

P (my|My) in the reconstruction space

Li (M) =/ P{P;Hmy) - P(m¢[My) dmy (8.1)
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Figure 8.6. Left: Distribution of the mass of the hadronic decaying top quark for the selected
events after applying the kinematic fit. Right: Estimated shiﬂl&/llﬁ“”'deo versus a relative shift
« applied on the inclusive heavy quark jet energy scale.

where one integrates over the kinematic relevant rangs; @b obtain a likelihood function
Li (My) for each event. Several contributions are added in the expected deRgity | M;): a
Breit—Wigner shape for the correct jet combinati&@isy | M), a parameterised combinatorial
background contributioB.omn(m;) and a parameterised background contribur,(m).
This results in a function
P(mt|Mt) = I:)sign' [Pcomb' S(mt“v't)

+ (1_ Pcomb) . Bcomb(mt)] + (1_ IDsign) : Bback(mt) (8-2)
where each contribution is weighted according to the probabilities extracted from the observed
event. After combining the likelihoods (M;) from all selected events, a maximum likelihood
method is applied to obtain the best value for the estimiltor

The linearity of the estimators have been checked and the slopes are found to be
compatible with unity. The width of the pull distribution of the top quark mass estimators
M. are found to be 0.82 for\?Itf't (simple fit on reconstructed mass spectrum), 1.04 for
M Parldeo (conyolution with the parameterised ideogram) and 1.025¢!'d€° (convolution
with the full scanned ideogram). The resulting top quark mass for the estirﬁﬁﬁ&r
applied on the simulated events samples with a generated top quark mass of 175 BeV/c
174.16+ 0.59 GeV/é, hence reflecting a bias 6f0.84 GeV/&. For the convolution method
this is 170.65+ 0.54 GeV/é and 172.42+ 0.31 GeV/¢ for respectively theViPa"'de0 and
the M Full'deo estimator. Figur®.7illustrates the results.

Several systematic effects introduce an uncertainty on the top quark mass estimator.
They originate from our understanding of the detector performance, the robustness of
the reconstructed objects, for example jets, and the general description of the proton
collisions in the simulation. A full description can be found in [292]. The estimation of the
systematic uncertainties follows that of the cross section measurement in Sétidnwe
conservatively conclude that a total precision on the top quark mass of 1.9 &exfide
reached with 10 fb! of data. The uncertainty is dominated by systematic effects like pile-up
collisions and the knowledge of the jet energy scalb-gliark jets (see Fig.6).

After achieving a better understanding of the accelerator settings and the detector
performance, however, the total uncertainty will decrease. Our understanding of the
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Figure 8.7. Distribution of the mass of the hadronic decaying top quark before the kinematic fit
used for thel\?ltm estimator (left) and the combinesiy2(M;) function over all events for both
ideogram based estimatd”2"'de0 and N,Full1deo (right).

underlying event model will improve in the future significantly when new tuning data become
available. The magnitude of pile-up collisions could be monitored to the level of 10%. To
take into account the overlap between the pile-up and the jet energy scale uncertainty, the
systematic shift due to a 10% variation in the pile-up collisions is divided by two. The
uncertainty on the energy scale of b-quark jets can be extrapolated to about 1.5% after a
better understanding of the detector performance and with the application of advanced tools
like energy flow algorithms or selecting jets only in well understood regions in the detector.
The measurement of the b-tag efficiency [286] is dominated by systematic uncertainties
of radiation effects. The experience at the Tevatron collider [288)] illustrates that an
uncertainty of 2% could be reached.

Table8.10 summarises and combines the extrapolated systematic uncertainties on each
of the top quark mass estimators. The uncertainty on the inferred top quark mass of about
1.2GeV/¢ is dominated by the uncertainty on the energy scale ofbtaeark jets. This
relative uncertainty is taken to be 1.5% which defines a goal for the performance of jet
calibration methods.

8.2.3. Fully hadronic events

The selection described in Secti8rl.4.1, including the demand for the twetags, forms
the basis for a selection of fully hadroni€ events suitable for a kinematic top-mass
reconstruction. An additional cut on the two leading jets, 100 &e¥ pr < 300 GeV/c, is
effective against background from mis-reconstructed events and combinatorial background.
The six partons ippp — tt — bW*bW~ — bqlqiquqg are matched to six reconstructed
jets by picking the matching which minimises the sum of the angular separation between
reconstructed jet and matched parton. Only jets satisfying our initial jet-definitipw,
30GeV/c andn| < 2.4, as employed in the selection, are taken into account in the matching
process. Based on the amount of the angular separation three disjunctive classes of signal
events are defined: good (36%), half-good (45%) and bad jet-parton-matching (19%). The first
class being the events where all six partons are matched well by jets, the second class where
only the three partons from one top are matched well by jets. The reason for the mismatch
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Table 8.10.0verview of all uncertainty components on the top quark mass estimators, extrapolated
to a better understanding of both the proton collisions at the LHC and the detector performance.

StandardSelection

GaussiarFit ~ Gaussian Ideogram  Full Scan Ideogram

Amy Amg Amy
(GeV/) (GeV/A) (GeV/)

Pile-Up (5%) 0.32 0.23 0.21
Underlying Event 0.50 0.35 0.25
Jet Energy Scale (1.5%) 2.90 1.05 0.96
Radiation ()ocp, Q3) 0.80 0.27 0.22
Fragmentation (Lund brq) 0.40 0.40 0.30
b-tagging (2%) 0.80 0.20 0.18
Background 0.30 0.25 0.25
Parton Density Functions 0.12 0.10 0.08
Total Systematical uncertainty 3.21 1.27 1.13
Statistical Uncertainty (10 fbt) 0.32 0.36 0.21
Total Uncertainty 3.23 1.32 1.15

Table 8.11 Distribution of the different signal event classes after jet-pairing and top-choice in the
tt fully hadronic channel. The label column indicates whether the class is considered signal- or
background-like.

reconstruction  pairing [pb] top-choice [pb] label
good correct 0.62 (35%) always correct 0.62(35%) sig.
wrong 0.26 (14%) always wrong 0.26(14%) bkg.
half-good correct 0.46 (25%) correct 0.33(18%) sig.
wrong 0.13(7%) bkg.
wrong 0.26(15%) always wrong 0.26(15%) bkg.
bad always wrong 0.20 (11%) always correct 0.20(11%) bkg.

canbe traced to parton-level properties, like higi and low pr, described in more detalil
in [279].

In order to perform the correct jet pairing, a likelihood variable is constructed from
the following event observables: (a) average of the Weboson masses, (b) difference
of the two W-boson masses, (c) sum of the inter-jet angles of Woson candidates
L(hGy) + £(0205), (d) difference of the two top-quark masses, (e) sum of the inter-jet angles
of the top quark candidates(bqy) + £(bd;) + £(cudy) + £(bap) + £(bd,) + £(0205), () angle
between the direction of the two top-quark candidates. Their distributions are shown in [279].
Taking for each event the pairing with the highest likelihood value yields pairing efficiencies
of 71% for the good and 64% for the half-good jet-parton-matching.

Only one top per event is chosen for the kinematic mass determination, the choice is
once again based on a likelihood variable constructed from the following event observables:
(@) pr of the softest of the three jets of each top-quark candidate (b) mass diNthe
boson as reconstructed in top decay (c) sum of the inter-jet angles of jets from top decay,
L(big)+/(big) +Z(giq). Taking the top with the larger likelihood value yields a 72%
efficiency, far greater than the 50% efficiency of a random choice.

The differentiation of the selected signal events into the now six classes is summarised
in Table8.11, where the six classes are being mapped onto two labels, indicating whether the
events are considered signal- or background-like.
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Figure 8.8. Invariant mass distribution of the reconstructed and rescaled, chosen top for both
signal classes with a Gaussian fit to the peak.

Table 8.12 Summary of the systematics for the top-mass determination with fully hadronic events.

Ay (GeV/3)
PileUp 0.4
Underlying Event 0.6
PDF 14
IS/FS Radiation 23
Fragmentation 0.9
Jet Energy Scale 2.3
b-Tagging 0.3
Background 2.0

With all the pieces in place a kinematic reconstruction of the top quarks is straightforward
and the resulting invariant mass distribution of the chosen top, with the paired-jats-b
rescaled such that they yield thi¢-mass, is shown in Figui@ 8.

As expected the signal-like events form a narrow peak, while the wrongly-reconstructed
events have a far broader shape. Fitting a Gaussian to the peak of the invariant mass
distributions with a fit range corresponding to 0.4 of the peak maximum, as shown B.&ig.
serves as a simple mass estimator. The extracted top-mass=sl75.04+ 0.6(stat.+-
4.2(syst.)GeV/¢ for an input top-mass of 175GeV¥@nd an integrated luminosity of
L£L=1fb"

Already with this amount of data the statistical error becomes negligible compared to
the systematic uncertainties which are summarised in Tahf One of the big systematic
uncertainties is the QCD background. T8¢B in the displayed mass window of Fi§.8
is about 2/3, although not shown since the currently available number of simulated events
does not allow a determination of the QCD background shape and of the uncertainty it
introduces into the top-mass determination. Experience from CDF at the Tevatror2§293,
indicates that this uncertainty can be understood attB&eV/¢ level, when using data for
background estimation.
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8.2.4.Top quark mass from /J/ final states

8.2.4.1. Introduction. At the LHC the measurement of the top quark mass via direct
reconstruction will soon be limited by systematic errors. It is expected that the most severe
systematic contributions will be linked to the modelling of the hadronic environment and
the knowledge of the jet energies. It would be particularly desirable, therefore, to consider
methods for the extraction afy from the data which could reduce the contribution from
these uncertainties considerably. An alternative method, which is making use of extlusive
decays in semi-leptonic top-pair events with the presencelgfjadecaying into an electron

or muon pair was proposed i895,296].

The top quark mass is determined by its correlation with the invariant mass of the
reconstructedl/y» and the lepton from the W decay coming from the same top decay,
my,y. The correlation is present because the reconstruction od thje gives an accurate
measurement of thie quark flight direction and its momentum thanks to the relatively high
mass of the meson. Moreover, this measure is expected to have an excellent resolution because
of the very clean experimental reconstruction of the lepton three-vectors. Details on the
analysis presented here can be found in [297].

8.2.4.2. Event generation and selectiorSignal events are generated using TeREX
generator [44] and consist of events where the presence of at least dii¢/ in the final

state from the hadronisation bfquarks is required. No distinction is made about the origin

of the J/y; therefore the same samples also contains combinatorial background where the
J/v is coming from ab quark produced together with\& boson decaying hadronically.

Five samples corresponding to five different top masses are generated with a statistics of
200K events each. The event hadronisation and the description of the underlying event and
the minimum bias is realised withyTHIA 6.227 [24].

All the signal samples are passed through full detector simulation (orca) [10] with a
simulation of the minimum bias corresponding to high luminosity data taking. Indeed, the
statistics is expected to be so low that the use of high luminosity data must be considered.
The same signal samples, and several millions more for studies on systematics, are passed
through the fast simulation of the detector (ramos) [11]. The shape of the variables used in
the selections are fully compatible in both scenarios.

The studied physics backgrounds are generated witntheex [161] generator and
includeW + jets, Zbb +jets, W bb + jets. In these cases the samples are not biased by requiring
an explicitd /v in the final state, therefore the separation from the signal is studied on the basis
of cuts not involving the search for &/y» and the contribution of the resulting background
is then rescaled taking into account the proper branching fractions. The selection, in terms of
signal efficiency, is also cross-checked agaihstjets signal generated witkLpGeN, and is
found to be consistent.

The main difficulty of the analysis comes from the extremely low branching ratiotfor a
event to give a final state with a leptoniy+. This can be wri