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Abstract

In statistical and econometric researches, three types of data are mostly used as cross-section, 
time series and panel data. Cross-section data are obtained by collecting the observations related 
to the same variables of many units at constant time. Time series data are data type consisted 
of observations measured at successive time points for single unit.  Sometimes, the number of 
observations in cross-sectional or time series data is insufficient for carrying out the statistical 
or econometric analysis. In that cases, panel data obtained by combining cross-section and time 
series data are often used. Panel data analysis (PDA) has some advantages such as increasing 
the number of observations and freedom degree, decreasing of multicollinearity, and obtaining 
more efficient and consistent predictions results with more data information. However, PDA 
requires to satisfy some statistical assumptions such as “heteroscedasticity”, “autocorrelation”, 
“correlation between units”, and “stationarity”. It is too difficult to hold these assumptions in 
real-time applications. In this study, fuzzy panel data analysis (FPDA) is proposed in order 
to overcome these drawbacks of PDA. FPDA is based on predicting the parameters of panel 
data regression as triangular fuzzy number. In order to validate the performance of efficiency 
of FPDA, FPDA, and PDA are applied to panel data consisted of gross domestic production 
data from five country groups between the years of 2005-2013 and the prediction performances 
of them are compared by using three criteria such mean absolute percentage error, root mean 
square error, and variance accounted for. All analyses are performed in R 3.5.2. As a result 
of analysis, it is observed that FPDA is an efficient and practical method, especially in case 
required statistical assumptions are not satisfied.   
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1. Introduction

In statistical and econometric studies, the 
reliability of hypothesis tests and predictions 
depends on the selection of data being suitable 
for the statistical method and on being 
collected from reliable sources. In general, 
it is possible to group the data types used in 
statistical and econometric researches into 
three main titles as time series, cross section, 
and panel data. The time series consist of 
observations measured with the successive 
time intervals, and aims to predict the future 
values of time series by examining its past 
behavior. In time series, the number of units 
is equal to one. For analyzing time series, 
many statistical and soft computing methods      

such    as     Box-Jenkins  (1976),  Artificial  Neural 
have been used so far (Shadab et al., 2019; 
Wahid & Kim, 2017). The cross-section 
consists of “n” number of observations 
relating to a variable at a constant time point 
and regression analysis is generally used for 
analyzing cross section data (Bashir et al., 
2017; BuHamra et al., 2018). In some cases, 
the length of time series or the number of 
units in cross-section data is not adequate 
for statistical and econometric analyses. 
PDA can be utilized for this kind of cases. 
The panel data are formed by combining the 
time series and cross section data (Yerdelen 
Tatoğlu, 2012). In other words, panel data



the dataset obtained by observing various 
characteristics of the same units through 
time (Ahn & Moon, 2001). On this basis, 
it is possible to claim that analyzing the 
panel data means also analyzing the time 
and cross-section data simultaneously. 
Besides, PDA increases the number of 
the observations, thus it provides more 
consistent and reliable predictions, enables 
to analyze the cross-section data for which 
the number of observations is not adequate, 
analyzing short time series, and reducing the 
multicollinearity problem.
     In general, there are three objectives in 
studies conducted with panel data; i) revealing 
the change of the data in the cross-section 
through time, ii) explaining the change of 
the units one by one or together based on 
the other variables and iii) predicting each 
unit depending on the relevant independent 
variable (Hsiao, 2003). PDA is performed in 
6 steps for these objectives. The first step is 
deciding on the form of the regression model 
that will be used for prediction. Here, there 
are two regression models one of which is 
called “Fixed Effects (FE)” and the other 
one “Random Effects (RE)”. In the FE 
model, the differences between the units are 
expressed with a fixed term. In the RE model, 
the changes that occur according to the units 
of time are reflected with the error term. The 
Hausman test, which was developed in 1978 
and which bears the name of its developer, 
is used to decide which of these regression 
models will be used (Hausman, 1978). 
The second step in PDA is to investigate 
whether there are dependencies between the 
cross sections by using the Breusch Pagan 
test (Breusch & Pagan, 1979). According 
to the result of this test, the generation of 
unit root tests which will be used to test the 
stationarity is decided. As a result of the 
Breusch Pagan test, if it is decided that there 
is cross section dependency between the 
units, the second generation panel data unit 
root tests are used; and if it is decided that 
there is no dependency between the units, 
the first generation panel unit root tests are 
used (Table 1). The fourth and fifth step of

the PDA consists of heteroscedasticity 
and autocorrelation testing, which 
alternate respectively. If the panel data 
under consideration satisfies all statistical 
assumptions mentioned, the prediction step 
is performed in the last step of the PDA. 
     As it may be understood here, the 
consistency and reliability of the prediction 
results obtained from the PDA depends on 
the satisfying of the assumptions mentioned 
before. Otherwise, the predictions may have 
deviations. But, since real time applications 
are considered, satisfying these assumptions 
is extremely difficult. 
     In the present study, a new method, the 
FPDA is proposed to protect the advantages 
of the PDA and to eliminate its limitations. 
In actual fact, FPDA is the adaptation of 
the fuzzy regression to panel data. In order 
to perform a fuzzy regression analysis, 
fuzzy regression has been suggested as an 
alternative method in case the observations 
do not ensure that the assumptions that are 
needed for the analysis are not satisfied, in 
other words, statistical regression analysis 
methods cannot be performed. 
     In fuzzy regression analysis, the relationship 
between the variables is not certain on the 
contrary to statistical regression analysis. 
For this reason, it gives more accurate results 
in case datasets include observations that 
have uncertainties and if the mathematical 
relationship between the variables is not 
defined clearly. The basic difference between 
the fuzzy regression analysis and statistical 
regression analysis is as follows; it is assumed 
in statistical regression analysis that the error 
terms from the incorrect measurement of 
observations, from the missing definition of 
the relationship between the variables, and 
from the independent variables that are not 
included in the model. On the other hand, in 
fuzzy regression analysis, it is assumed that 
the error terms from the uncertainty of the 
model coefficients, in other words, from the 
fuzziness. For this reason, while in statistical 
regression analysis, the difference between 
the real value and the predicted value is 
minimized, in fuzzy regression analysis, the



total distribution of the model coefficients 
is minimized (İşbilen Yücel, 2005). A lot 
of fuzzy regression models are proposed in 
the literature. In the present study, the fuzzy 
linear regression model, which was proposed 
by Tanaka et al., (1982), was adapted to 
panel data. For the purpose of evaluating 
the efficiency of the proposed method, and 
comparing the prediction results with the 
PDA, the econometric relationship between 
12 different socio-economic variables and 
Gross National Product Per Capita (GNP) 
was predicted. For this purpose, 5 panel 
data were used each of which consisted of 
7 countries and 9 years between 2005-2013. 
Sixty panel data were analyzed separately 
for 12 variables and 5 Groups. As a result 
of the analyses, it was determined that the 
performance of the proposed method was 
better when compared with the PDA. 
     The organization of the study is as follows. 
The PDA and its steps are mentioned in the 
second part. In the third part, the proposed 
method is explained in detail. The fourth part 
includes the empirical results obtained in the 
study. In the last part, the study is concluded. 

2. Panel data analysis

As mentioned before, PDA consists of 6 
steps. In the first step, the model that will 
be used for prediction is decided. For this 
purpose, two regression models are used 
which are “FE” and “RE”. In FE Model, the 
effect of the units is added to the model as 
fixed term (Baltagi, 1995). The FE model is 
defined as follows:

    Here, N denotes the number of the units, 
T shows the number of the time points, y

i 

refers to the i. observation of the panel data, 
α

j
 shows the fixed parameters of j. unit, D

ij 

denotes the dummy variable that consists of 
1s and 0s with (N*T) xN-dimension, p shows 
the number of the independent variables, β

k 

shows that coefficient of the k. independent 
variable, x

ik
, shows the i. observation of the

k. independent variable, ε
i
 shows the error 

term distributed normally with 0 mean and 
constant variance.
     The D dummy variable matrix form in 
Equation (1) is as follows:

    To predict the parameters of the FE model, 
generally the Least Squares Method with 
Dummy Variable is used. This method is as 
follows:

    Here, the α and β coefficients are predicted 
to make the objective function given in 
Equation 3 minimum. 
     In RE model, changes in the units or time 
are added to the model as a component of 
the error term. The RE model is defined as 
follows:

    As seen in Equation 4, the RE model 
includes two types of error terms.  While 
one of these two variables εi shows all 
the errors, μ

j
 shows the errors between the 

units according to the fixed time. For the 
purpose of predicting the parameters of the 
RE regression model, generally the Least 
Squares and Likelihood Methods are used. 
     For the purpose of prediction, Hausman 
test (Hausman, 1978) test is used to 
determine to use FE model or RE model. FE 
model is generally based on the hypothesis 
that there is a correlation between the units 
and the independent variables in the model. 
In here, null hypothesis is defined as “there 



is no relation between the units and the 
independent variables” and the failure of 
rejecting this hypothesis shows that the 
RE model may be used, and the success in   
rejection shows that the FE model may be 
used. 
     The second step of the PDA is investigation 
of whether there is dependency between the 
cross sections. For this purpose, the Breusch 
Pagan Lagrange Test (Breusch & Pagan, 
1979) and Pesaran (2007) CD test are used. 
Breusch Pagan Lagrange (1979) test may 
be used when the time dimension of the 
panel data is bigger than the cross section 
dimension, and the Pesaran CD test (Pesaran, 
2007) may be used in both situations.   
     The third step in the PDA is the testing 
of the stationarity of the panel data. There 
are many panel data unit root tests for this 
purpose. These tests are generally separated 
into two classes as first generation and 
second generation unit root tests and the 
generation of the unit root test is determined 
according to the result of the cross section 
dependency test. As a result
of the Breusch Pagan Lagrange(1979) or 
Pesaran CD test (2007), if it is concluded that 
there is cross section dependency between 
the units, the second generation unit root test 
is used, and if it is concluded that there no 
such dependency, the first generation unit 
root test is used. The panel unit root tests 
used to test the stationary are given in Table 
1.

Table 1. Panel Unit root tests

  Heteroscedasticity is another hypothesis that 
needs to be tested. In this situation, the tests vary 
according to the model to be used for prediction. If 
FE model is preferred, in this case, the Wald Test 
(Engle, 1984) is used (Greene, 1993); and if RE 
model is preferred, the Brown and Forsythe test 
(Brown et al., 1974) are used. Similarly, the tests 
that are used to investigate the autocorrelation 
varies according to the model. If the model is 
FE, the Baltagi test (Baltagi, 2005) is used to test 
the autocorrelation; and if it is RE model, the 
Lagrange (Baltagi et al, 2012) test is used.  
    The last step of the  ̀PDA is performing the 
prediction according to the selected panel data 
regression model. As mentioned before, the 
reliability of the predictions in this step depends 
on satisfying of all the hypotheses tested in the 
previous steps. In the present study, which was 
conducted to eliminate this disadvantage of the 
PDA, the FPDA method, which required no 
constraints and hypotheses on the panel data, was 
proposed. 

3. Fuzzy panel data analysis

FPDA proposed in this study is the adaptation of 
the fuzzy linear regression model proposed by 
Tanaka et al. (1982) to panel data, and is defined 
as follows.



     Here, y ̃
i
 shows the fuzzy value of the i. unit, x

ik
   

refers to the i. observation of the k. independent 
variable, α

 ̃j
 refers to the fuzzy value of the fixed 

effects that shows the differences between the 
units, β 

k̃
  shows the fuzzy prediction value of 

the slope coefficients. It is possible to write the 
above equation in the form of matrix notation 
as follows:

  In a more explicit way, fuzzy panel data 
regression model that is proposed is as follows:

   Here, α j̃=(α
j
,c

j
) refers to the fuzzy constant 

parameters, β 
k̃
=(b

k
,d

k
) refers to fuzzy slope 

coefficients, ỹi=(y
i
,e

i
) refers to the fuzzy 

prediction value. In the light of these data, the 
proposed fuzzy panel regression model may be 
reorganized as follows for i. observation:

    Here, all of α 
j̃
,β 

k̃ 
and y

 ĩ
^ s have triangle 

membership functions as shown below: 

Fig. 1. The Membership Functions of the Fuzzy 
Panel Data Regression Model Components

As seen in Figure 1, α
j
, b

k
 and y

i
 refers to 

the central points of the triangular fuzzy 
numbers.
     c

j
, dk and e

i
 shows the semi-spread of 

the constant, slope, and prediction values, 
respectively. Here, it is possible to see that 
y

i
’s central value is equal to α

j
+b

1
 x

i1
+...+b

k 

x
ik
; and the total spread, in other words, the 

total error is equal to c
j
+ d

1
 x

i1
+...+d

k
 x

ik
.  

In this case, the membership value for the 
parameter or prediction values is computed 
as follows:

   As seen in Equations (9), (10), and (11), 
there is no additional error term in the 
fuzzy panel data regression model. In 
this model, the error is distributed to the 
model coefficients based on the spread, 
for this reason, the total error of the model 
is obtained by summing all the spreads. In 
the fuzzy panel data regression model, the 
purpose is to predict the fuzzy parameters 
that will make the total spread minimum. In 
this case, FPDA objective function and the 
constraints desired are as follows:



    Here, J refers to the total uncertainty, 
in other words, the total fuzziness. The 
limitations, on the other hand, are as follows:

    Here, if the constraint 1 is equal to or 
bigger than spreads 0, which corresponds 
to a distance measure, this means that the 
constraint 2 and constraint 3 must cover all 
the  y

ij 
of the lower and upper limits of the 

fuzzy predictions. As it may be understood 
here, the above minimization problem 
has   number of constraints. According 
to the fuzzy parameters obtained as a result 
of the algorithm, the lower, upper limit 
and midpoint of the fuzzy value computed 
as follows. The lower limit of the fuzzy 
prediction:

The mid-point of the fuzzy prediction:

         

The upper limit of the fuzzy prediction:

The h in the constraints is called as the 
fuzziness level, and has a value between       
[0, 1] (Ergün, 2011). This value is defined by 
the user in the starting point of the algorithm, 
and reflects how much the user relies on the 
dataset (İşbilen, 2005).

4. Empirical results

In this part, the econometric relationship 
between the GNP per capita and 12 different 
socio-economic variables was predicted 
for the purpose of evaluating the efficiency 
of the proposed model and comparing 
the prediction results with the PDA. For 
this purpose, 5 panel data consisting of 9 
years between 2005-2013 for 7 countries 
were used. Sixty panel data were analyzed 
separately for 12 variables and for 5 groups 
in total. The variables used in the study and 
the countries in teach group are given in 
Table 2. All data sets are downloaded from 
the web site of https://data.worldbank.org/. 
All analyzes are implemented in R program 
and    R     code    is    written    for   FPDA 
(Appendix 1). 
   In the rest of the paper, the result of PDA, 
FPDA and the comparison results are given.

4.1. Result of PDA

In this study, first of all, Hausman test 
was performed. The hypothesis relating to 
Hausman test is as follows:

H_0:There is no correlation between 
independent variables and units



Table 3. Hausman Test Results

Table 4. PC Unit Root Test Results

The p-values of Hausman test and the panel 
data regression model selected for each group 
and each variable are given in Table 3. 

H_1:There is correlation betwe independent 
variables and units

    In Table 3, p-values are used to decide 
the result of test. The p-values being smaller 
than 0.05 means that the null hypothesis 
cannot be rejected, and if they are equal 
or bigger than 0.05, it means that the null 
hypothesis can be rejected. In this respect, 
based on the results given in Table 3, it is 
possible to claim that the FE model must be 
preferred for 31 of the 60 panel data, and the 
RE model must be preferred for 29. 
          After the selection of the model, the 

Breusch Pagan Test was applied to each of 
the 60 panel data. As a result of the Breusch 
Pagan Test, it was observed that all the 
significance values were smaller than 0.05, 
and for this reason, there is cross section 
dependency in all of the 60 panel data. As a 
result of this, the PC test, which is one of the 
second generation unit root tests, was used 
to test the stationary of the panel data. Table 
4 shows the results of the PC test.
     In the panel data stationary test, while



the null hypothesis is in the form of “the 
panel data is not stationary”, the alternative 
hypothesis is “the panel data is stationary”. 
If the PC significance values are equal 
to or bigger than 0.05, the panel data are 
not stationary, if not, the panel data are 
stationary. In Table 4, S means that the panel 
data are stationary, and NS means the panel 
data are not stationary. In this context, 28 of 
the 60 panel data in

Table 4 are stationary, and 32 are not 
stationary. The statistical tests here upon will 
be performed over stationary panel data. The 
reason for this is to perform the comparisons 
of the performances of the FPDA and PDA 
for the situations in which PDA is usable and 
reliable. 
     The significance values for the stationary 
panel data and for each group are given in 
Table 5. 

Table 5. Heteroscedasticity Test Results

Table 6. Autocorrelation Test

        In the heteroscedasticity testing, the 
significance values being equal to and bigger 
than 0.05 means that the variance between 
the groups is equal. Based on this, it is 
possible to claim based on  Table 5 that 
the variance is equal between the groups in 
panel data related with X

1
 and X

3
 from the 

1st group and with X
3
 and X

9
 variables from 

the 3rd group. The last test in the PDA is 
autocorrelation testing. When the analysis 
is continued with the panel data that do not 
have any heteroscedasticity problem the 
results given in Table 6 are obtained for the 
autocorrelation testing.
     While in the autocorrelation testing, the 
null hypothesis is in the form of “there is no 
autocorrelation”, the alternative hypothesis 
is “there is autocorrelation”. In this case, 
the

significance values being equal to or 
bigger than 0.05 means that there is no 
autocorrelation problem in the panel data 
in question. It is possible to claim based 
on Table 6 that there are no autocorrelation 
problems in the panel data related with 1st 
group X

3
 variable, and in the panel data 

related with the X
3
 and X

9
 variables in the 

3rd group.

4.2. Comparison results

In this section, the comparison results of 
the PDA and FPDA methods are given. For 
the purpose of increasing the comparisons, 
all the stationary data were included in 
the analysis. The Root Mean Square Error 
(RMSE), Mean Absolute Percentage Error 



(MAPE) and Variance Accounted For (VAF) 
criteria, which are computed below, were used 
as the comparison criteria.

Table 7. Comparison Criteria for Group 1

Table 8. Comparison Criteria for Group 2

Table 9. Comparison Criteria for Group 3

Table 10. Comparison Criteria for Group 4



Table 11. Comparison Criteria for Group 5

     In Table 7, Table 8, Table 9, Table 10 and Table 
11, the situations in which the performance of 
the FPDA is better are given as underlined. 
When these situations are evaluated, it was 
observed that the FPDA provides the best results 
especially for the predicted panel data with 
the RE model especially in the PDA. In other 
situations, the model gives results that is close to 
the PDA. The better performance of the FPDA 
especially in RE models may be explained as 
follows. The FPDA may be considered as the 
fuzzy version of the fixed effects model. If the 
panel data covers especially the stationarity 
hypothesis, the FE model will give mostly 
better results since it is based on minimization 
of the difference between the real value and 
the predicted value. However, obtaining close 
result from FPDA may be considered as an 
important advantage since it does not require 
any hypothesis or limitation on panel data.
 
5. Conclusion

The most important objective of the PDA is 
to determine the relationship between two 
or more variables in the cross-section data 
that have time dimension. For this objective, 
panel data regression models are used. Panel 
data regression models are divided into two 
groups as FE and RE regression models 
according to the form of the effects that are not 
observed through unit or time in the model. For 
performing the PDA, firstly it must be decided 
to which model the dataset fits more. However, 
even if the model that 

fits the dataset is selected, the reliability of the 
regression models obtained as a result of 
the PDA depends on satisfying of some 
statistical hypotheses such as heteroscedasticity, 
autocorrelation, correlation between the units, 
and stationarity, which is extremely difficult in 
real-time applications. 
     In order to overcome these disadvantages 
of PDA, FPDA, which requires no statistical 
assumptions, is proposed in this study. FPDA 
is the fuzzy version of the FE regression 
model. Here, the reason why the FE panel data 
regression model was preferred is that in RE 
model, the unit effects are added to the model as 
error term; however, in fuzzy regression model, 
there are no other error terms, and the error 
is considered as the dispersion of the model 
parameters. The most important superiority of 
the proposed method is that it merges the PDA, 
which has the ability of performing the time 
series analysis simultaneously for multiple units, 
and the fuzzy regression, which has the ability 
of making decisions under uncertainty without 
any constraints and statistical assumptions. 
     In order to evaluate the efficiency of the 
proposed model, and to compare the prediction 
results with the PDA, the econometric 
relationship between 12 different socio-
economic variables and GDP was predicted. 
For this purpose, 5 panel data were used 
consisting of 9 time points between 2005-2013 
each for 7 countries. A total of 60 panel data 
were analyzed separately for 5 Groups and 12 
variables. 
     The stationary panel data were used for 



the purpose of comparing the performances 
of the PDA and FPDA, and the non-stationary 
panel data is excluded from the analysis. 
The RMSE, MAPE and VAF goodness of fit 
criteria is used for the comparisons. As a result 
of the analyzes, the following conclusions are 
obtained; 
1. The PDA is better in 14 of 28 stationary 

panel data at, and the FPDA method 
prediction performance is better in the 
other 14. 

2. There are no serious differences between the 
prediction performances of both methods in 
case the PDA is better; however, there are 
serious differences between the prediction 
performances in case the FPDA is better.

3. The PDA gives better results in panel data 
in FE model, the FPDA gives better results 
in panel data in RE model. 

4. It is more suitable to use the PDA for 
prediction in case the panel data in question 
does not meet the required statistical 
hypotheses, and in the contrary situation, 
the FPDA is better.

   The most important disadvantage of the 
FPDA proposed in this study is that it only 
consider the relationship between dependent 
and independent variables in the fuzzy panel 
regression model. We are planning to develop 
Dynamic Fuzzy Panel Data Analysis model 
that contains at least one lagged variable of 
dependent variable in our future work.  
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