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Abstract— Türkiye is located on a fault line; earthquakes 

often occur on a large and small scale. There is a need for 

effective solutions for gathering current information during 

disasters. We can use social media to get insight into public 

opinion. This insight can be used in public relations and disaster 

management. In this study, Twitter posts on İzmir Earthquake 

that took place on October 2020 are analyzed. We question if 

this analysis can be used to make social inferences on time. Data 

mining and natural language processing (NLP) methods are 

used for this analysis. NLP is used for sentiment analysis and 

topic modelling. The latent Dirichlet Allocation (LDA) 

algorithm is used for topic modelling. We used the Bidirectional 

Encoder Representations from Transformers (BERT) model 

working with Transformers architecture for sentiment analysis. 

It is shown that the users shared their goodwill wishes and aimed 

to contribute to the initiated aid activities after the earthquake. 

The users desired to make their voices heard by competent 

institutions and organizations. The proposed methods work 

effectively. Future studies are also discussed. 

Keywords: Exploratory Data Analysis, Text Pre-

Processing, Disaster Management, Natural Language Processing, 

Social Media Analysis. 

I. INTRODUCTION 

An earthquake occurred with its epicenter off the 

Aegean Sea on October the 30th 2020, around 14:51, and the 

magnitude of the earthquake was 6.9 [1]. After the 

earthquake, aftershocks continued in the region. The Izmir 

earthquake had an impact on many people, both local and in 

general immediately after it occurred. Great destructions 

occurred and many people lost their lives. The impact was 

huge as it is seen in Figure 1. 

 
FIG. 1. AN IMAGE OBTAINED ON THE FIRST DAY OF THE 

EARTHQUAKE [21] 

The public shared their views, especially through 

social media platforms. Information about people who have 

relatives in the region or those who may be under the rubble 

was also shared quite frequently. For this reason, the shares 

made on Twitter have gained a kind of notification feature. It 

has also been a guide for those who carry out search and 

rescue activities. 

It is very difficult to directly process and understand 

the data received from social media platforms that contain 

different types of data such as Twitter. Social media data is 

complex and includes a wide variety of data. Making more 

detailed data analysis on large datasets and using artificial 

intelligence technologies in decision making for the future 

can offer effective solutions. The usage can yield effective 

results. In order to analyze the obtained data correctly, some 

operations should be applied on the data. These processes are 

data manipulation, text pre-processing, and feature 

extraction. In addition, machine learning and artificial 

intelligence algorithms can be applied depending on the 

originality of the dataset. In this way, different estimations 

and analyzes can be performed. In addition, two of the most 

widely used classification methods in NLP are used: LDA for 

topic modeling and BERT model for sentiment analysis. 

This study includes an exploratory analysis of the 

posts about the Izmir earthquake. In this context, total of 

626,384 tweets were collected. The following operations 

were performed on these collected tweets: singularization, 

text preprocessing, feature extraction, sentiment analysis, 

topic modeling, and visualization. Analyzes were made with 

the help of these processes. 

II. RELATED WORKS 

Recently, the processing and analysis of social media 

data is a topic of great interest. Twitter is one of the most 

studied social media platforms. E.g; For the analysis of the 

2016 US elections [2] and for the air pollution of the 3 big 

cities of the USA in 2019 [3] Twitter data were studied. In 

these studies, inferences were obtained by making, machine 

learning methods and visualizations for analysis. 

In this study, about the disasters that occurred in the 

past years [4], it has been revealed that using the geographical 

location in the social media posts can be used to identify the 

people affected by the disaster. In a recent study [5]; It was 

emphasized that social media sharing during the disaster 

would be important. In addition, it was stated that aid 
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organizations and support teams could contribute in the 

process. 

In various studies [6]–[11], sentiment analysis was 

carried out on social media posts and it was aimed to 

determine people’s attitudes towards events. In the current 

study in which sentiment analysis was performed in Turkish, 

classical statistical machine learning methods were used [12]. 

In another recent study, English sentiment analysis was 

conducted with the word and rule-based Afinn model, as well 

as unsupervised learning models such as Textblob and Vader 

[13]. In these studies, the analysis was carried out with more 

grouping and classification processes on the posts. 

In our study, it is aimed to analyze the data of the posts 

made during the disaster and to determine the social impact 

of the inferences obtained from this analysis. It is aimed to 

reveal the inferences by evaluating the aims, thoughts and 

starting points of the post owners. 

III. MATERIALS AND METHODS 

The methods used in the study are shown in the 

workflow diagram in Figure 2. General methods in the study; 

Obtaining Twitter data, pre-processing, analyzing and 

visualizing. These procedures are explained in the relevant 

subsection. 

 
FIG. 2. DATA ANALYSIS FLOW DIAGRAM 

A. Dataset and Extraction of Data 

There are many web mining methods available to 

extract data from Twitter. Many free python libraries are 

available, such as the Twitter API, twitter-scraper, Twint, 

snscrape and Selenium tools. There are 5 columns on the 

Twitter dataset. The columns and their descriptions are 

shown in Table I. Also features or attributes that can be pulled 

from Twitter are detailed in Table I. 

TABLE I. DATASET FEATURES 

Feature 

Name 

Description Data Type 

Hashtag With which tag it was taken String 

Datetime Posted date and time Datetime 

Tweet Id Unique value identifying Float 

Text Content of the post String 

Username Name of the sharing account String 

B. Data Pre-Processing 

The data generated by social media users are 

unstructured data. This data can also be qualified as “dirty 

data”. Users may not follow the rules of the language while 

sharing, they may have expanded their sharing with emoji, or 

the text may be corrupted due to a software problem. For 

these and similar reasons, the texts must go through text pre-

processing, which is the first step of exploratory data 

analysis. The pre-processing steps are listed below. 

Step 1- Singularization: It is the deletion of duplicate 

content. The ”Tweet Id” field in the dataset will be checked 

and deleted. 

Step 2- Deletion of Unnecessary Data: It is the removal 

of unnecessary data and personal data from the dataset. No 

row loss should occur at the end of this process. 

Step 3- Deleting the lost data: There must be text in the 

”Text” attribute, so this is the process of deleting the records 

where this field is empty. 

Step 4- Formatting the date and time field: The 

”Datetime” field in the dataset is formatted as ”YY-MM-DD 

HH:mm:ss” in accordance with the analysis. 

Step 5- Cleaning/editing the text area: The following 

corrections are made in the text: 
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• Deletion of all dirty data types in the share text: 

link, emoji, special characters, 

• Making all characters lowercase, 

• Cleaning punctuation marks, 

• Removing stop words, 

• Deletion of suffixes of words that have suffixes. 

C. Feature Extraction 

Exploratory data analysis should be done to derive 

inferences about shared tweets. The most important stage of 

exploratory data analysis is feature extraction. For this 

reason, the feature extraction approach is applied. 

Technically, this stage is also called Feature Engineering. At 

this stage, new fields are created by grouping, aggregation 

and statistical operations on the data. 

D. Data Analysis 

Data analysis is carried out in order to obtain 

significant results on the collected tweets. In this case, data 

analysis methods are implemented. First of all, what are the 

most used words and sentences in the sharing and their 

semantic evaluation are examined. Then, the information 

about how often and in what time period the shares are made 

is examined. Finally, the user accounts that share the most 

and are tagged the most are compared. In this way, significant 

inferences based on data will be obtained. 

In addition, text analysis should be done to obtain 

analyzes such as for what purpose the shares are made and 

which topics are most mentioned. Text analysis is one of the 

most basic purposes of NLP methods. On the other hand, it 

will be aimed to obtain inferences from numerical and 

probabilistic analyzes by examining statistical values. Data 

mining will be used to explain and make sense of the 

relationships between text and numerical data. On the other 

hand, the topic modeling method will be applied to evaluate 

these shares according to their topic headings. Finally, 

sentiment analysis will be conducted to show in which 

emotions these shares are made.  

E. Data Visualization 

As a result of the analysis, new numerical and text data 

types are obtained. Different queries are made on these data. 

Different types of visualizations are made for each data type. 

It will be aimed to provide earthquake-related determinations 

by using these visualizations. Another important part is the 

tags. Tags are the core value in the creation of the dataset. At 

this stage; Numerical analysis of tags is important. 

IV. IMPLEMENTATION 

In this study the Python programming language was 

used and Google Colab was chosen for development. Web 

mining tool Snscrape and various machine learning software 

libraries were used. 

The shares on Twitter for the Izmir earthquake were 

examined and it was evaluated that these shares were made 

through some tags. For this reason, the most used tags were 

collected manually. These tags are; ’#deprem’, 

’#depremizmir’, ’#enkazaltında’, ’#egededeprem’, 

’#egedepremi’, ’#enkaz’, ’#bayraklı’, ’#bayraklıdeprem’, 

’#enkazaltinda’, ’#EnkazIhbarIzmir’, ’#gecmisolsunizmir’, 

’#izmirdepremi’, ’#yanındayızimir’, ’#gecmisolsunizmirim’, 

’#izmirdeprem’, ’#izmiryanindayiz’, ’#˙IzmirDepreminde’, 

’#izmirdepremi’, ’#izmiryanindayiz’, ’#izmirgecmisolsun’ 

has been selected.  

The data were extracted with the Snscrape library 

using the specified tag list. The date ranges determined for 

the collection of data is between October the 30th 2020 and 

November the 23rd 2020. The day of the earthquake is 

November the 30th 2020. The date range from which data 

will be pulled could have been extended further. However, 

since this study was carried out only on the Izmir earthquake, 

it was limited to 25 days in order not to deviate from the 

context. 

TABLE II. THE FEATURES OBTAINED AFTER FEATURE 

EXTRACTION 

Feature Description 
Mentioned users list  List of people involved in the share. 

List and number of tags  List and number of tags used. 

Internet address  Web address list/number in 

content. 

Raw text word count  Word count used in raw text. 

Text word count  Post pre-processing word count. 

Number of singular words  Number of singular used words. 

Number of stop words  Number of stop words used. 

Word length  Avg. word length in pre-processed 

text. 

Raw text character count  Number of characters in the raw 

text. 

Number of text characters Number of characters in the 

preprocessed text. 

Difference in word count Difference in word count between 

text 

In total, 626,384 tweet lines and 5 feature columns were 

collected. These data were obtained with 20 different tags that 

were shared within 24 days after the earthquake occurred. 

The pre-processing steps described in the method section 

were applied step by step on the obtained data set. As a result 

of the operations, the number of data set records is 390,500 

and the number of columns is 6. At this point, it is considered 

that there are repetitive data on the available data set. 

Attribute extraction was performed to make inferences about 

the shares made. The extracted attributes and their 

descriptions are listed in the Table II. After the feature 

extraction steps, the number of features in the dataset was 19. 

The dataset was also run on Orange, which is an open source 

data mining tool. Table analyzes were performed using more 

than 2 features. 

When it was examined how often the users preferred the tags 

in the study, it was determined that they mostly used the 

”#deprem” tag. The hashtag ”#deprem”, where 

approximately 250 thousand shares were made, is followed 
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by ”#izmirdepremi” and ”#izmirdeprem”. It is considered 

that the posts made mainly focus on these three tags. 

 
FIG. 3. WORD CLOUD OF THE MOST COMMON BINARY WORDS 

For this reason, an analysis was made about which 

words were used the most in the data set. It has been observed 

that the most used singular words are “geçmiş”, ”olsun”, 

“izmir”. The word cloud in the Figure 3 shows the most 

commonly used binary words. Accordingly, expressions of 

wish such as “geçmiş olsun” come first. When the triple word 

groups containing more understandable sentence expressions 

are examined, the most used triple word group is “geçmiş 

olsun izmir”. The most used triple word groups, like other 

word groups, show the atmosphere created by the earthquake. 

In this case, it can be thought that the requests and 

wishes of the users dominate the sharing. After these 

processes, it is aimed to obtain inferences by making 

visualizations on the cleaned dataset. In the review of user 

accounts that shared the most, “TumDepremler” has been the 

user with more than 2000 shares. The other accounts that 

share the most are “zelzeleler” and “EMSC”. As a result of 

the research, it has been understood that these accounts are 

mostly corporate news sites that give instant earthquake news 

and accounts that share personal news. It is seen that these 

users are among the users who tweet the most because they 

post very frequently and regularly. 

In the data set, there are shares starting from the date 

of the Izmir earthquake on October the 30th 2020, until 

November the 23rd 2020. 67% of these tweets were posted in 

October. This reveals that in the first moments of the 

earthquake, more information flow has been created by users 

on Twitter.  

When the analysis of the month in which the tweets 

were posted is analyzed, it has been observed that a very high 

amount of sharing was made between October the 30th and 

31st. In the following days, the interest decreased and the 

number of tweets decreased day by day. As of November the 

3rd, it is seen that much fewer posts have been made. In this 

context, when the dataset is evaluated as a scope, it is 

concluded that the most shared time is in the first 5 days. 

When examining whether a web address is shared or 

not in the posts about the Izmir earthquake, 51% of the posts 

do not contain a link, while 45% of them contain 1 web link. 

This indicates that users did not include any web address in 

nearly half of the shares. 

 

FIG. 4. MOST MENTIONED USERNAMES 

In the tweets, the user names mentioned were 

examined. In this review, it was observed that in most of the 

shares, users did not tag any users. This explains that users 

share more to express their feelings. 

The most mentioned people in the shared posts are 

listed in Figure 4. Accordingly, it is seen that users have 

tagged user accounts that are competent, institutional, and 

able to contribute to the process, such as ”AFADBaskanlik”, 

”izmirbld”, and ”RTErdogan”. When we look at the contents 

of these posts, it is understood that this was done with the 

desire to reach the authorities and convey information. 

 

FIG. 5. MOST MENTIONED TOPICS 

As it is known, after cleaning tweet texts (removing; 

stopwords, emojis, punctuation marks, etc.), a smoother text 

is obtained. To make a more detailed analysis of the shares, 

these cleaned texts are topic modeling work. Topic Modeling 

is one of the most used text classification and analysis 

methods in NLP. In this way, the main theme of the texts is 

reached in general. 

In this study, LDA model was applied to the text 

contents for the topic modeling analysis. LDA performs word 

and document analysis using Bayesian theory. It is an 

unsupervised classification model that tries to predict which 

word represents which topic in which document by 

evaluating the words and documents as a whole and 

separately. The model output made as words and documents 
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for this study is shown in Figure 5. Accordingly, a 

classification was made as 15 titles. Although similar results 

were obtained with the results in the word cloud, it shows that 

”yardım” and ”bebek” topics are covered a lot. 

Finally, sentiment analysis of the shares was made. 

Sentiment analysis is a classification problem. As it is known, 

BERT has achieved great success in the field of NLP, 

especially for text classification. The Turkish NLP 

community contributed to the Turkish classification study by 

developing the BERTurk model. BERTurk is a community-

driven BERT model for Turkish. 

Two models (pre-trained and fine-tuned) are used in 

this study. Comparative details of these models are given in 

Table III. 

TABLE III. PRE-TRAINED AND FINE-TUNED MODEL 

INFORMATION 

Model Class Epoch Dataset Min. 

Loss 

Accuracy 

Pre-trained 2 3 48.290 0.16 95% 

Fine-tuned 3 3 492.782 0.25 94% 

A pre-trained ”bert-base-turkish-sentiment-cased” 

model was used for BERTurk-based sensitivity analysis [14]. 

This model is trained with only two classes (negative and 

positive) data. In this study, a new sentiment analysis 

classification model that can fine-tune this pre-trained model 

and make three-class predictions is trained. For the new 

model obtained, a data set with three class labels (negative, 

neutral, positive) was used [15]. This dataset contains content 

where people openly express their feelings, such as 

Wikipedia and online product reviews. In this case, 90% of 

this data set is used as training data and 10% as test data in 

the model. In addition to this, the model trained by Pytorch is 

set to eval step: 50, learning rate: 5e-7 and batch size: 4. In 

addition, experiments have observed that hyperparameters 

affect the success of this model. Accordingly, the fine-tuned 

model provided a 94% success rate in the test data. 

The fine-tuned model had almost the same accuracy as 

the pre-train with only binary classification. Comparative 

details of the models are given in Table III. After several 

trials, it was observed that these values were optimal. 

Subsequently, cleaned tweet texts are given as input to 

this model. It provided dual sentiment classification as 

positive, neutral and negative as output. It can be seen in 

Figure 6 that the great majority of these shares are made 

negative. In addition, it is seen that the most tweeted days are 

the first five days after the earthquake. On the first day of the 

earthquake, this 8-floor Rıza Bey apartment, which has more 

than 40 flats and many workplaces in the Bayraklı district of 

˙Izmir, was completely destroyed [16]. For this reason, search 

and rescue efforts continued for days, especially in this 

apartment. However, these searches were suspended on 

November the 1st, 2020. As a result, there was a decrease in 

the number of tweets posted on November the 1st [17]. In this 

case, there was a significant increase in the number of 

positive tweets, equal to the number of negative tweets. This 

is because 14-year-old İdil was rescued from the wreckage 

(58 hours after the earthquake) [18]. 

 
FIG. 6. NUMBER OF TWEETS AND SENTIMENT ANALYSIS FROM 

DAY TO DAY 

On November the 3rd (91 hours after the earthquake), 

3-year-old baby Ayda was pulled from the rubble [19]. With 

this news, there is no decrease in the number of tweets, and it 

is seen that positive tweets are more than in the first days. For 

the first time, the number of positive tweets in a day exceeded 

the number of negative tweets. 

Search and rescue efforts ended on November the 4th, 

2020 [20], and in the following days, the number of tweets 

gradually decreased, and the number of negative and neutral 

tweets increased. 

V. DISCUSSION 

Most of the posts about the earthquake were made in 

the first five days. While people conveyed their wishes in the 

first days, they shared more news and aid issues in the 

following days. The classification is made based on the topic 

modelling results. It shows that the people affected by the 

earthquake wish well, share aid and follow the earthquake 

news upto-date. The results of the sentiment analysis show 

that the comments mainly express their sadness about the 

rescued or harmed people. It is understood that everyone 

expresses their sadness when bad news is shared during the 

earthquake, and everyone shares their joy when good news is 

shared. Without any good or bad developments, neutral 

content tweets were shared. 

The reason why more than half of the shares in the data 

set do not include any web address is that the vast majority of 

them are not shared for advertising and news purposes. It is 

observed that users mostly share using the ”#deprem” tag, 

and the posts are made especially during lunch hours. The 

users mainly prefer the most straightforward words to 

describe the event. Mostly good wishes are made. 

The users mainly mention corporate accounts in their 

posts. Such tweets are analyzed, and it is seen that these 

institutions are in an effort to contribute to the process and 

primarily respond to the demands. The most mentioned state 

officials’ accounts were examined, and it is seen that these 

institutions share very little when compared to aid 
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institutions. This situation shows that aid organizations are in 

two-way communication while state officials are in one-way 

communication regarding the requests and aid posts on social 

media. 

VI. CONCLUSION 

We showed that social media posts could be analyzed 

to understand the effects of disasters on society and be used 

to produce solutions. This preliminary study demonstrates the 

benefits of using artificial intelligence techniques in this 

process. Similar systems can be deployed to foresee people’s 

feelings and opinions in another possible disaster. 

Government officials and aid organizations can use these to 

make instant inferences. They will be able to respond to 

people’s needs more quickly and systematically. 

This study is about a current and local event. Creative 

and practical results have emerged as the applied methods 

and analyzes are very diverse. It is aimed to get more valuable 

and multi-class data by conducting more joint studies with 

social sciences to obtain more comprehensive results in 

future studies. Comprehensive and specific statistical 

inferences can be made with these data. Pre-trained BERT 

models, deep learning, and NLP techniques can be used to 

perform more than three sentiment classifications and more 

precise analyses for sentiment analysis. 
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