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Path analysis and determining the distribution of indirect
effects via simulation
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Department of Statistics, Mugla Sıtkı Kocman University, Muğla, Turkey

ABSTRACT
The difference between a path analysis and the other multivariate
analyses is that the path analysis has the ability to compute the indi-
rect effects apart from the direct effects. The aim of this study is
to investigate the distribution of indirect effects that is one of the
components of path analysis via generateddata. To realize this, a sim-
ulation study has been conducted with four different sample sizes,
three different numbers of explanatory variables and with three dif-
ferent correlation matrices. A replication of 1000 has been applied
for every single combination. According to the results obtained, it
is found that irrespective of the sample size path coefficients tend
to be stable. Moreover, path coefficients are not affected by correla-
tion types either. Since the replication number is 1000, which is fairly
large, the indirect effects from the pathmodels have been treated as
normal and their confidence intervals have been presented as well.
It is also found that the path analysis should not be used with three
explanatory variables. We think that this study would help scientists
who are working in both natural and social sciences to determine
sample size and different number of variables in the path analysis.
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1. Introduction

The path analysis technique was first developed in a series of samples in 1921 by Sewall
Wright [10,11]. The purpose of path analysis is to predict the importance of the hypo-
thetical causal correlations between the variables and to make policy implications. In the
cause and effect correlations between two variables an important aspect is deciding which
variable or variables is/are the cause variable/s and which variable or variables is/are the
effect variable/s; hence this correlation should be determined by the investigator and the
analysis should be performed according to this decision. The path analysis method devel-
oped byWright is only applied to the sequence of correlations between the cause and effect
variables.

Revealing the path analysis and mathematical structure of this analysis, Wright has
asserted that the correlations between the variables should be linear and only the error
terms should have no correlation with all the cause variables and the variables can be
standardized and the interpretation problems that may arise from unit differences can be
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encountered. The path analysis technique consists of more than onemathematical correla-
tion and it analyzes the correlation coefficient according to its components as per the path
diagram given in [12].

The path analysis is presented in the form of a research in social sciences [1,4]. A
path diagram for numerical analysis, although not required, to demonstrate the direct and
indirect relations between the variables is very useful in terms of [8]. Smith, Brown and
Valour argued that the use of path analysis has pointed out the hidden pitfalls that may be
encountered [9].

The most important difference that distinguishes the path analysis from other multi-
variate methods is that it determines not only the direct effects but also the indirect effects,
unanalyzed effects and artificial effects. The studies performed till now are only oriented
toward the application of the method. In this study, it is aimed to calculate the path coef-
ficients by generating data via simulation according to different samples and number of
variables and to investigate their distributions.

2. Path analysis

Apath analysis has two components: path coefficients and a path diagram. Path coefficients
represent the mathematical part of the analysis and the path diagram represents the visual
part of the analysis. The part where all the variables for the analysis are present is called the
path model. It is a multivariate technique that enables interpretation of the causal correla-
tions between the variables of the model on the path analysis and to estimate the indirect
effects [7]. The inter-variable correlations on the path analysis are presented numerically.
This case provides an easy understanding of the correlation system and also visualizes the
logical flow in the interpretation of the results [6].

Under the assumptions considered in the multiple regression analysis, when a depen-
dent variable is being analyzed over all the independent variables every dependent variable
in the path analysis is analyzed on every independent variable, that is, more than one
regression analysis can be done. The path analysis considers a unilateral cause and effect
correlation and presumes that the measurements are done in a quantitative structure and
obtained without any errors [2].

2.1. Path coefficients

In a model with a causal correlation path coefficients are used in the determination of the
effects of the independent variables on the dependent variables. In case the path coefficient
between the dependent and independent variables is within the limits of the independent
variable observed and when all the other variables in the model (thus the effects of this
variable) are kept stable, the path coefficient is determined as the ratio of the change in the
standard deviation value of the dependent variable to the change in the standard deviation
value of the dependent variable when all the independent variables are all effective in the
model. The path coefficients shown in the path diagram are calculated as follows [3,5]:

PYX = b
SX
SY

. (1)
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where PYX is the path coefficient showing the direct effect of X independent variable on
the Y dependent variable and b is the partial regression coefficient. In Equation (2), SX is
the standard deviation of the X variable and SY is the standard deviation of the Y variable.

SX =
√[∑

(X − X̄)
2 × 1

n

]
=

√(∑
X2

) (∑
X

)2
n

× 1
n

=
√
SXX (2)

SY =
√[∑

(Y − Ȳ)
2 × 1

n

]
=

√(∑
Y2

) (∑
Y

)2
n

× 1
n

=
√
SYY .

Other than the linear correlations there are also nonlinear correlations between the vari-
ables. As the analyses of the nonlinear correlations are hard and also the interpretation of
the system is hard, it is assumed that all the correlation systems are linear and the princi-
ples of the path analysis technique are tried to be explained according to this assumption.
When the correlations are not linear they are tried to be converted to a linear form by a
specified conversion [12].

The most difficult and most important part of the path analysis is to create a path dia-
gram. Although a path diagram is not necessary for the numerical analyses, it is very useful
to find the direct and indirect correlations between the variables [8]. In the path diagram,
if there is a path coefficient bigger than 1, then this indicates that there is a balancingmech-
anism (negative effect) in the system. When considered from this point of view, the path
coefficients greater than 1 are not significant unilaterally [5]. When the path coefficients
are being calculated, standardized variables are used. The difference of the average values
of the variables from every observed value is calculated and these calculated differences are
compared to the standard deviation of the variable. Thus the variable is standardized.

2.2. Calculation of the path coefficients

It is required to generate a path diagram and to calculate the path coefficients showing the
causal correlations between the dependent and independent variables. An independent
variable can have indirect effects on a dependent or another independent variable besides
its direct effects. Correlation coefficient between these two variables is equal to the total of
indirect effects of other variables plus the direct effect of the effective variable [12]. Thus
the correlations between the independent variables can be written as:

Pyx1 + rx1x2Pyx2 + · · · + rx1xkPyxk = ryx1
rx2x1Pyx1 + Pyx2 + · · · + rx2xkPyxk = ryx2
...

rx2x1Pyx1 + Pyx2 + · · · + rx2xkPyxk = ryx2 .

(3)

Here, Pyx1 is the direct effect of the first independent variable (x1) on the dependent vari-
able (y), rx1x2Pyx2 is the indirect effect of the first independent variable (x1) on the second
independent variable (x2). Because the correlations between the independent variables and
the correlations between the independent variables and the dependent variable are known
it is possible to calculate the path coefficients. When the equations are considered in a
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matrix format, if the correlation matrix between the independent variables is shown as A,
path coefficient vector as P and the correlation vector between the independent variables
and the dependent variable as B, then the equation in matrix form can be written as:

P = A−1B. (4)

This equation becomes⎡
⎢⎢⎢⎣
Pyx1
Pyx2
...

Pyxk

⎤
⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎣

1 rx1x2 · · · rx1xk
rx2x1 1 · · · rx2xk
...

...
. . .

...
rxkx1 rxkx2 · · · 1

⎤
⎥⎥⎥⎦ ·

⎡
⎢⎢⎢⎣
ryx1
ryx2
...

ryxk

⎤
⎥⎥⎥⎦ . (5)

Besides the direct effects of independent variables, it is also possible to calculate their
indirect effects. Matrix representation of indirect effects is calculated by multiplying the
k× k-sized K matrix with zero diagonal elements with the correlation matrix of the
independent variables.⎡

⎢⎢⎢⎣
Pyx1 0 · · · 0
0 Pyx2 · · · 0
...

...
. . .

...
0 0 · · · Pyxk

⎤
⎥⎥⎥⎦

︸ ︷︷ ︸
K

·

⎡
⎢⎢⎢⎣
rx1x1 rx1x2 · · · rx1xk
rx2x1 rx2x2 · · · rx2xk
...

...
. . .

...
rxkx1 rx2xk · · · rxkxk

⎤
⎥⎥⎥⎦

︸ ︷︷ ︸
A

=

⎡
⎢⎢⎢⎣
Pyx1rx1x1 Pyx1rx1x2 · · · Pyx1rx1xk
Pyx2rx2x1 Pyx2rx2x2 · · · Pyx2rx2xk

...
...

. . .
...

Pyxkrxkx1 Pyxkrxkx2 · · · Pyxkrxkxk

⎤
⎥⎥⎥⎦

︸ ︷︷ ︸
D

. (6)

In the k× k-sized matrix D calculated in the above-mentioned matrix equation the
diagonal values show the path coefficients and the other values show the indirect effect
quantities.MatrixD is not a symmetricalmatrix. It can be calculated in two different forms.
In the indirect effect matrix written as D = K·A, the values on the ith row and jth column
show the indirect effect quantity that the jth independent variable made on the depen-
dent variable over the ith independent variable. In general, the indirect effect matrix in the
sources is calculated as D = A K. In this case, the values on the ith row and jth column
show the indirect effect quantity that the ith independent variable made on the depen-
dent variable via the jth independent variable. In the simulation study performed in this
study, the calculations are done by theD = K·A formula. The correlation coefficient of the
independent variable is written as:

ryy =
k∑

i=1

k∑
j=1

PyxiPyxj rxixj + P2yxe = 1. (7)

If the correlation between the independent variables is statistically insignificant, that is,
equal to zero, then the correlations between the independent variable and the dependent
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variables will be equal to the path coefficients in the model. For k independent variable;

ryy =
k∑

i=1
P2yxi + P2yxe = 1, (8)

Equation (8) provides convenience if used in complex path models where there is no
correlation between the independent variables.

2.3. Path diagram

The path analysis technique starts by showing the variables that are thought to be related
to each other completely in a diagram and the interpretation of the system is made by
the path coefficients to be calculated. Also determination of such coefficients mathemat-
ically requires the determination of the cause and effect correlations system between the
variables in a mathematical model. When the investigator determines the cause and effect
correlation, he/she may benefit from the investigations made regarding the subject and
also generates the path diagram for the cause and effect correlation together with the
specialists.

Unilateral correlations that are thought to be present between the variables in the path
model are shown by arrows that are drawn from a variable to another variable. The correla-
tions between the independent variables in the model are shown by double-sided arrows;
however, such arrows are drawn as curvilinear. Briefly, the values of the arrows on the
path diagram are the representation of the path coefficients or the correlations or they
show the numerical values. Besides, it is also possible to write equations for the model
by considering the path diagram. When the path diagram is being interpreted, it starts
from the independent variable and continued by following the arrows. There are four
major situations that should be considered during interpretation. These are called, as we
have mentioned above, the direct effect, indirect effect, unanalyzed effect and spurious
effect.

The graphical representation in Figure 1 represents a classical path diagram for three
independent variables. Four effects found as a result of the path analysis are

Figure 1. Path diagram sample.
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Direct effect (DE): Direct effect means the effect of an independent variable in the path
diagram on the dependent variable without any other effects.

Indirect effect (IE): It can be defined as the change created by an independent variable
in the path diagram on the dependent variable via another independent variable. Indirect
effects are the effects that can be calculated mathematically by hand. Path coefficients are
multiplied and indirect effects are calculated.

Unanalyzed effect (UE): It is the effect that arises when a double-side correlation is
present between the cause variables. This effect is also called the U (unanalyzed) effect.
U effect is a different correlation from the path models. This correlation is accepted as
unanalyzed effect.

Spurious effect (SE): The case of a common reason affecting both variables for which the
correlation is examined is called a spurious effect. This effect is also called the S (spurious)
effect.

3. Application

In this study; path models with 3, 5 and 7 different independent variables are selected.
Among the independent variables in these selected models; three different correlation lev-
els as low,medium and high are determined. These correlationmatrices used are presented
as follows:

y x1 x2 x3⎡
⎢⎢⎣

1.0 0.7 −0.5 0.2
0.7 1.0 0.1 0.1

−0.5 0.1 1.0 0.0
0.2 0.1 0.0 1.0

⎤
⎥⎥⎦

k= 3, Low correlation

y x1 x2 x3⎡
⎢⎢⎣
1.0 0.5 0.4 0.4
0.5 1.0 0.0 −0.2
0.4 0.0 1.0 0.0
0.4 −0.2 0.0 1.0

⎤
⎥⎥⎦

k= 3, Medium correlation

y x1 x2 x3⎡
⎢⎢⎣
1.0 0.65 0.55 0.45
0.65 1.0 0.0 0.0
0.55 0.0 1.0 0.55
0.45 0.0 0.55 1.0

⎤
⎥⎥⎦

k= 3, High correlation

,

(9)

y x1 x2 x3 x4 x5⎡
⎢⎢⎢⎢⎢⎢⎢⎣

1.0 0.3 0.20 −0.20 0.15 0.40
0.3 1.0 −0.10 0.10 0.20 −0.20
0.20 −0.1 1.0 0.15 −0.20 0.10

−0.20 0.1 0.15 1.0 0.20 0.15
0.15 0.2 −0.20 0.20 1.0 −0.10

−0.40 −0.2 0.10 0.15 −0.10 1.0

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

k= 5, Low correlation

y x1 x2 x3 x4 x5⎡
⎢⎢⎢⎢⎢⎢⎢⎣

1.0 0.3 0.20 −0.20 0.15 −0.40
0.3 1.0 −0.20 0.20 0.30 −0.30
0.20 −0.2 1.0 0.25 −0.20 0.10

−0.20 0.2 0.25 1.0 0.20 0.25
0.15 0.3 −0.20 0.20 1.0 −0.20

−0.40 −0.3 0.10 0.25 −0.20 1.0

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

k= 5, Medium correlation
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y x1 x2 x3 x4 x5⎡
⎢⎢⎢⎢⎢⎢⎢⎣

1.0 0.3 0.20 −0.20 0.15 −0.40
0.3 1.0 −0.30 0.30 0.35 −0.35
0.20 −0.3 1.0 0.25 −0.30 0.30

−0.20 0.3 0.25 1.0 0.30 0.25
0.15 0.35 −0.30 0.30 1.0 −0.30

−0.40 −0.35 0.30 0.25 −0.30 1.0

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

k= 5, High correlation

, (10)

y x1 x2 x3x4x5x6x7⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1.0 0.30 0.20 −0.20 0.15 −0.40 −0.20 0.50
0.30 1.0 −0.10 0.10 0.20 −0.20 0.15 −0.10
0.20 −0.10 1.0 0.15 −0.20 0.10 0.20 0.10

−0.20 0.10 0.15 1.0 0.20 0.15 −0.20 0.15
0.15 0.20 −0.20 0.20 1.0 −0.10 0.15 −0.25

−0.40 −0.20 0.10 0.15 −0.10 1.0 0.25 0.25
0.20 0.15 0.20 −0.20 0.15 0.25 1.0 −0.10
0.50 −0.10 0.10 0.15 −0.25 0.25 −0.10 1.0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

k= 7, Low correlation

y x1 x2 x3x4x5x6x7⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1.0 0.30 0.20 −0.20 0.15 −0.40 −0.20 0.50
0.30 1.0 −0.20 0.20 0.30 −0.30 0.25 −0.25
0.20 −0.20 1.0 0.25 −0.20 0.10 −0.30 0.30

−0.20 0.20 0.25 1.0 0.20 0.25 0.25 −0.25
0.15 0.30 −0.20 0.20 1.0 −0.20 −0.20 0.20

−0.40 −0.30 0.10 0.25 −0.20 1.0 0.15 −0.15
−0.20 0.25 −0.30 0.25 −0.20 0.15 1.0 0.10
0.50 −0.25 0.30 −0.25 0.20 −0.15 0.10 1.0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

k= 7, Medium correlation

y x1 x2 x3x4x5x6x7⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1.0 0.30 0.20 −0.20 0.25 −0.30 −0.22 0.19
0.30 1.0 −0.20 −0.25 0.24 −0.24 0.31 −0.31
0.20 −0.20 1.0 0.19 −0.14 0.14 −0.30 0.25

−0.20 −0.25 0.19 1.0 0.22 0.25 0.35 −0.25
0.25 0.24 −0.14 0.22 1.0 0.10 0.15 0.15

−0.30 −0.24 0.14 0.25 0.10 1.0 0.00 −0.20
0.22 0.31 −0.30 0.35 0.15 0.00 1.0 0.10
0.19 −0.31 0.25 −0.25 0.15 −0.20 0.00 1.0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.

k= 7, High correlation

(11)

A 1000 replication with 50, 100, 250 and 500 different sample sizes regarding to all the
specified models and correlation levels are derived using Minitab 16 statistical package
program.
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Such derived data are separated in groups for 1000 times and the path analysis is applied
for every group. By means of the path coefficients in the result of the analysis and of previ-
ously determined correlations at different levels an indirect effects matrix is calculated by
Equation (5). The normality of the distribution of such calculated indirect effects is exam-
ined by the Anderson–Darling normality test in Minitab 16 statistical package program.
While the derived data have a standard normal distribution, the distribution of indirect
effects obtained as a result of analysis is investigated. As a result of the simulation; it is
observed that indirect effects diverge from normality when the sample size and number of
variables increase.

3.1. Calculation of the path coefficients

Before starting the simulation; low, medium and high levels of correlations are defined
between the independent variables for 3, 5 and 7 (k = 3, k = 5 and k = 7) different path
models. Benefiting from these defined correlations 1000 replication data are derived for
every sample size and for the correlations at every level. While the data are being derived,
special macros are written in Minitab 16.

Algorithmof themacros is explained as distinguishing the derived data set in groups and
seeing every group as a sample and making calculations that are specific for that data set.
Thus 1000 data sets from every sample size and then 1000 groups are generated. The cor-
relation matrices and path coefficients for these groups are stored separately in temporary
memory files and the calculations are performed later. In a similar manner, the average
of the intergroup correlation matrices from the stored memory is taken and the average
correlation matrix is obtained. Accordingly, by using the obtained correlation matrices
intergroup average path coefficients are calculated.

In Tables 1–3, calculated path coefficients are presented for average correlation matri-
ces. The significance of the correlation matrices is statistically (at 95% significance level)
tested.When the path coefficient values are observed, it can be said, by observing the 1000-
replicated simulation result, that the path coefficients in the sample size that is greater than
100 are not affected by the sample sizes.

Table 1 presents the path coefficients obtained by low, medium and high correlations as
a result of 1000 replications for the path models having three different variables 50, 100,
250 and 500 sample sizes.

Table 1. Average path coefficients obtained by low, medium and high correlations for k = 3.

Sample (n)

Path coefficients n = 50 n = 100 n = 250 n = 500

Low P1 0.741421235 0.745495256 0.745973427 0.744060427
P2 −0.59340935 −0.57451509 −0.57518798 −0.57438451
P3 0.184837448 0.124653325 0.125806733 0.125726866

Medium P1 0.68952725 0.6067489 0.6056498 0.60408750
P2 0.43739701 0.4023159 0.3986353 0.40128679
P3 0.38574288 0.5216676 0.5213272 0.52125667

High P1 0.484974572 0.649417986 0.649627638 0.65009446
P2 0.269815166 0.436836478 0.434691171 0.432164321
P3 0.10560636 0.206042647 0.21137821 0.21256532
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Table 2. Average path coefficients obtained by low, medium and high correlations for k = 5.

Sample (n)

Path coefficients n = 50 n = 100 n = 250 n = 500

Low P1 0.259780993 0.256898134 0.258096235 0.25773555
P2 0.334477864 0.340063338 0.332609532 0.335568972
P3 −0.25818781 −0.26867756 −0.26231591 −0.26485095
P4 0.188871356 0.188173246 0.1862136 0.185849463
P5 −0.32270515 −0.31873578 −0.32499224 −0.32382546

Medium P1 0.338898017 0.330562864 0.3377689 0.337625605
P2 0.400677029 0.402900835 0.406984368 0.406212662
P3 −0.33842934 −0.34103160 −0.3406510 −0.34556967
P4 0.145426833 0.153810234 0.153674562 0.153002143
P5 −0.21927681 −0.22302646 −0.22493474 −0.22357729

High P1 0.477201632 0.472951587 0.478185536 0.477655936
P2 0.618994833 0.613587907 0.616819141 0.614744739
P3 −0.52326957 −0.52143605 −0.52491123 −0.52550079
P4 0.260371334 0.261377527 0.264402677 0.260551019
P5 −0.21662696 −0.21108697 −0.20595157 −0.20842388

Table 3. Average path coefficients obtained by low, medium and high correlations for k = 7.

Sample (n)

Path coefficient n = 50 n = 100 n = 250 n = 500

Low P1 0.364161476 0.361681116 0.362135456 0.362244173
P2 0.445329068 0.443885082 0.443465834 0.444329719
P3 −0.53027707 −0.53185315 −0.53064998 −0.53142754
P4 0.475848262 0.477533261 0.476951203 0.477900979
P5 −0.33981911 −0.33859657 −0.33873867 −0.33825130
P6 −0.36115211 −0.36218416 −0.36176015 −0.36312949
P7 0.738871959 0.73867098 0.73969009 0.739407623

Medium P1 0.898632048 0.897390995 0.896210264 0.896167055
P2 −0.61758461 −0.61240481 −0.61295693 −0.61499601
P3 0.527752616 0.524375224 0.525613233 0.525455593
P4 −0.82302101 −0.81712191 −0.81750039 −0.81716957
P5 −0.01529724 −0.01234697 −0.01539039 −0.01405122
P6 −1.03699478 −1.03183247 −1.03078623 −1.03124772
P7 1.310586715 1.301846382 1.303761231 1.304719353

High P1 0.451656114 0.43488986 0.436579191 0.443317636
P2 0.15745583 0.164694944 0.159858273 0.160444919
P3 0.082522716 0.067644968 0.072550585 0.080552736
P4 0.183276075 0.193216694 0.192460916 0.188673742
P5 −0.20201783 −0.20974374 −0.20704478 −0.20488864
P6 −0.37226728 −0.35908862 −0.36148431 −0.36638241
P7 0.240315363 0.228209849 0.234169828 0.240116227

In Table 2, the path coefficients obtained by low, medium and high correlations as a
result of 1000 replications for the path models having five different variables with 50, 100,
250 and 500 different sample sizes are presented.

In Table 3, the path coefficients obtained by low, medium and high correlations as a
result of 1000 replications for the pathmodels having seven different independent variables
for 50, 100, 250 and 500 different sample sizes are given. It is seen that the path coefficients
are not affected by the sample sizes at the same correlation level in themodels with 3, 5 and
7 different variables.
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3.2. Generation and interpretation of path diagrams

As a result of obtaining the data derivation and path coefficients by the AMOS program,
path diagrams are generated. In these diagrams, bilateral arrows represent the correlation
values, unilateral arrows represent the path coefficients and the direction of causality and
angled nodes represent the standardized independent variables, and finally the eclipse
nodes represent the error terms.

The path diagrams prepared by AMOS are presented in Figures 2–13. All the interpre-
tations can be performed for all the above-mentionedmodels. It should be considered that
in all the path models with seven variables and high correlations, there is no correlation
between X5 −X6 and X6 −X7 independent variables. The reason is that the correlations
obtained as a result of the tests are statistically insignificant. Such insignificant correlations
are eliminated from the path model and the path diagram has taken its current form.

In Figure 2(a)–(d), the path diagramswith low,medium and high correlations having 50
sample sizes and 3 independent variables are given. For the path diagrams with low corre-
lations, the correlation coefficient betweenX1 andX2 is calculated as 0.099, the correlation
coefficient betweenX1 andX3 is calculated as 0.097 and the correlation coefficient between
X2 and X3 is calculated as 0.096. Also the path coefficient between X1 and Y is calculated
as 0.741, and the path coefficient between X2 and Y is calculated as −0.593 and the path
coefficient between X3 and Y is calculated as 0.184. When the effect of the other variables
is kept stable, one-unit change in any of the independent variables in the model will cause
the relevant dependent variable to change as much as the path coefficient quantity of the
related variable.When the indirect effects are considered, the indirect effect ofX1 onY over
X2 is calculated as −0.593× 0.099 = −0.0587. In other words, one-unit change in the X1
variable will cause 0.0587 unit change on Y in reverse direction because of the correlation
with X2. The correlations in the other figures are interpreted similarly.

3.3. Normality tests of the distribution of indirect effects

In order to test whether the indirect effects in the pathmodels within the scope of this study
are normal or not previously specified but different macros are written using Minitab 16
package program. Macros help in calculating every indirect effect in every path model and
writing these indirect effects on the columns in theworksheet window. Thus all the indirect
effect values are duly recorded. The normality test of such values is again performed by the
Anderson–Darling normality test in Minitab 16 program. It means that the p values that
are greater than .05 at 95% significance level have a normal distribution. Also the p values
specified with .005* are written for the p values that are smaller than .005. In the below-
mentioned schemes, the results of these tests are given.

In Table 4 in the pathmodels obtained as a result of 1000 repetitionswith three variables,
Anderson–Darling normality test p values of the indirect effects of independent variables
regarding the dependent variable are given. Considering such values while sample size
increases in the low-relation path models, it can be said that indirect effects are closer to
normal distribution. Same interpretation can be done for themedium- and high-correlated
pathmodels. However when the sample size is considered to bemedium say from 50 to 100
and the correlation is high within the path models, the distribution of the indirect effect
approaches to normal. This can also be observed in low-correlated path models when the
sample size reaches 500.
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Figure 2. (a) k = 3 andn = 50. Low-correlationpathdiagram, (b) k = 3 andn = 50.Medium-correlationpathdiagramand (c) k = 3 andn = 50. High-correlation
path diagram.

Figure 3. (a) k = 3 and n = 100. Low-correlation path diagram, (b) k = 3 and n = 100. Medium-correlation path diagram and (c) k = 3 and n = 100. High-
correlation path diagram.
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Figure 4. (a) k = 3 and n = 250. Low-correlation path diagram, (b) k = 3 and n = 250. Medium-correlation path diagram and (c) k = 3 and n = 250. High-
correlation path diagram.

Figure 5. (a) k = 3 and n = 500. Low-correlation path diagram, (b) k = 3 and n = 500. Medium-correlation path diagram and (c) k = 3 and n = 500 High-
correlation path diagram.
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Figure 6. (a) k = 5 and n = 50 Low-correlation path diagram, (b) k = 5 and n = 50Medium-correlation path diagram and (c) k = 5 and n = 50 High-correlation
path diagram.

Figure 7. (a) k = 5 and n = 100. Low-correlation path diagram, (b) k = 5 and n = 100. Medium-correlation path diagram and (c) k = 5 and n = 100. High-
correlation path diagram.
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Figure 8. (a) k = 5 and n = 250. Low-correlation path diagram, (b) k = 5 and n = 250. Medium-correlation path diagram and (c) k = 5 and n = 250. High-
correlation path diagram.

Figure 9. (a) k = 5 and n = 500. Low-correlation path diagram, (b) k = 5 and n = 500. Medium-correlation path diagram and (c) k = 5 and n = 500. High-
correlation path diagram.
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Figure 10. (a) k = 7 and n = 50. Low-correlation path diagram, (b) k = 7 and n = 50. Medium-correlation path diagram and (c) k = 7 and n = 50. High-
correlation path diagram.
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Figure 11. (a) k = 7 and n = 100. Low-correlation path diagram, (b) k = 7 and n = 100. Medium-correlation path diagram and (c) k = 7 and n = 100. High-
correlation path diagram.
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Figure 12. (a) k = 7 and n = 250. Low-correlation path diagram, (b) k = 7 and n = 250. Medium-correlation path diagram and (c) k = 7 and n = 250. High-
correlation path diagram.
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Figure 13. (a) k = 7 and n = 500. Low-correlation path diagram, (b) k = 7 and n = 500. Medium-correlation path diagram and (c) k = 7 and n = 500. High-
correlation path diagram.
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Table 4. Anderson–Darling normality test p values of the indirect effects for k = 3.

Sample width (n)

Relation level IE n = 50 n = 100 n = 250 n = 500

Low X1,X2 0.104 0.324 0.991 0.049
X1,X3 0.885 0.861 0.585 0.523
X2,X1 0.174 0.335 0.911 0.079
X2,X3 0.249 0.522 0.307 0.646
X3,X1 0.005* 0.005* 0.005* 0.211
X3,X2 0.005* 0.005* 0.009 0.495

Medium X1,X2 0.805 0.551 0.456 0.107
X1,X3 0.441 0.325 0.568 0.209
X2,X1 0.021 0.137 0.460 0.078
X2,X3 0.005* 0.085 0.101 0.949
X3,X1 0.005* 0.107 0.923 0.454
X3,X2 0.005* 0.299 0.043 0.943

High X1,X2 0.005* 0.458 0.472 0.116
X1,X3 0.005* 0.124 0.442 0.398
X2,X1 0.005* 0.298 0.514 0.120
X2,X3 0.005* 0.016 0.487 0.504
X3,X1 0.005* 0.005* 0.786 0.548
X3,X2 0.005* 0.005* 0.042 0.005*

In Table 5 in the path models with five variables obtained as a result of 1000 repeti-
tions, Anderson–Darling normality test p values of the indirect effects of the independent
variables are given. It is observed that most of the indirect effects in low- and medium-
correlated path models do not show compliance to the normal distribution and the sample
size does not have any effect on the distribution of indirect effects. In high-correlated path

Table 5. Anderson–Darling normality test p values of the indirect effects for k = 5.

Sample width (n)

Correlation level IE n = 50 n = 100 n = 250 n = 500

Low X1,X2 0.005* 0.005* 0.005* 0.006
X1,X3 0.005* 0.005* 0.005* 0.005*
X1,X4 0.005* 0.005* 0.005* 0.041
X1,X5 0.005* 0.005* 0.005* 0.044
X2,X1 0.005* 0.005* 0.010 0.010
X2,X3 0.005* 0.005* 0.032 0.816
X2,X4 0.005* 0.005* 0.009 0.005*
X2,X5 0.005* 0.005* 0.453 0.295
X3,X1 0.005* 0.005* 0.005* 0.006
X3,X2 0.005* 0.005* 0.007 0.005*
X3,X4 0.005* 0.005* 0.005* 0.034
X3,X5 0.005* 0.005* 0.005* 0.005*
X4,X1 0.005* 0.005* 0.005* 0.005*
X4,X2 0.005* 0.005* 0.005* 0.005*
X4,X3 0.005* 0.005* 0.005* 0.005*
X4,X5 0.005* 0.005* 0.005* 0.005*
X5,X1 0.005* 0.005* 0.005* 0.005*
X5,X2 0.005* 0.005* 0.005* 0.005*
X5,X3 0.005* 0.005* 0.005* 0.005*
X5,X4 0.005* 0.005* 0.005* 0.005*

Medium X1,X2 0.005* 0.005* 0.006 0.005*

(continued).
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Table 5. Continued

Sample width (n)

Correlation level IE n = 50 n = 100 n = 250 n = 500

X1,X3 0.005* 0.005* 0.005* 0.055
X1,X4 0.005* 0.005* 0.029 0.005*
X1,X5 0.005* 0.005* 0.005* 0.016
X2,X1 0.005* 0.005* 0.015 0.006
X2,X3 0.005* 0.039 0.258 0.039
X2,X4 0.005* 0.005* 0.005* 0.279
X2,X5 0.005* 0.460 0.977 0.019
X3,X1 0.005* 0.005* 0.005* 0.154
X3,X2 0.005* 0.005* 0.020 0.005*
X3,X4 0.005* 0.005* 0.005* 0.027
X3,X5 0.005* 0.005* 0.005* 0.005*
X4,X1 0.005* 0.005* 0.005* 0.005*
X4,X2 0.005* 0.005* 0.005* 0.005*
X4,X3 0.005* 0.005* 0.005* 0.005*
X4,X5 0.005* 0.005* 0.005* 0.005*
X5,X1 0.005* 0.005* 0.016 0.005*
X5,X2 0.005* 0.005* 0.005* 0.005*
X5,X3 0.005* 0.005* 0.005* 0.005*
X5,X4 0.005* 0.005* 0.005* 0.005*

High X1,X2 0.005* 0.022 0.280 0.084
X1,X3 0.005* 0.005* 0.090 0.152
X1,X4 0.005* 0.341 0.154 0.072
X1,X5 0.005* 0.097 0.219 0.806
X2,X1 0.005* 0.208 0.494 0.587
X2,X3 0.106 0.008 0.028 0.037
X2,X4 0.005* 0.039 0.164 0.095
X2,X5 0.005* 0.866 0.053 0.634
X3,X1 0.005* 0.005* 0.086 0.297
X3,X2 0.005* 0.005* 0.019 0.005*
X3,X4 0.005* 0.005* 0.014 0.092
X3,X5 0.005* 0.005* 0.102 0.008
X4,X1 0.005* 0.005* 0.005* 0.791
X4,X2 0.005* 0.005* 0.005* 0.503
X4,X3 0.005* 0.005* 0.005* 0.005*
X4,X5 0.005* 0.005* 0.005* 0.006
X5,X1 0.005* 0.005* 0.005* 0.626
X5,X2 0.005* 0.005* 0.005* 0.049
X5,X3 0.005* 0.005* 0.005* 0.005*
X5,X4 0.005* 0.005* 0.005* 0.006

Table 6. Anderson–Darling normality test p values of the indirect effects for k = 7.

Sample width (n)

Correlation level IE n = 50 n = 100 n = 250 n = 500

Low X1,X2 0.471 0.954 0.395 0.585
X1,X3 0.137 0.034 0.110 0.363
X1,X4 0.279 0.301 0.930 0.224
X1,X5 0.412 0.731 0.026 0.152
X1,X6 0.710 0.622 0.025 0.271
X1,X7 0.091 0.277 0.630 0.946
X2,X1 0.416 0.968 0.538 0.543
X2,X3 0.568 0.678 0.988 0.325
X2,X4 0.252 0.112 0.124 0.234
X2,X5 0.420 0.506 0.291 0.047

(continued).
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Table 6. Continued

Sample width (n)

Correlation level IE n = 50 n = 100 n = 250 n = 500

X2,X6 0.048 0.592 0.844 0.804
X2,X7 0.402 0.826 0.078 0.353
X3,X1 0.117 0.125 0.308 0.506
X3,X2 0.447 0.335 0.909 0.179
X3,X4 0.097 0.193 0.238 0.027
X3,X5 0.482 0.988 0.320 0.198
X3,X6 0.880 0.350 0.709 0.619
X3,X7 0.07 0.484 0.726 0.848
X4,X1 0.861 0.040 0.608 0.075
X4,X2 0.383 0.138 0.248 0.324
X4,X3 0.333 0.506 0.242 0.028
X4,X5 0.611 0.379 0.755 0.291
X4,X6 0.483 0.857 0.215 0.327
X4,X7 0.086 0.348 0.758 0.683
X5,X1 0.430 0.820 0.065 0.181
X5,X2 0.718 0.460 0.520 0.062
X5,X3 0.838 0.719 0.320 0.080
X5,X4 0.303 0.505 0.822 0.504
X5,X6 0.552 0.991 0.483 0.301
X5,X7 0.582 0.117 0.579 0.217
X6,X1 0.791 0.533 0.042 0.097
X6,X2 0.081 0.885 0.793 0.793
X6,X3 0.879 0.485 0.564 0.767
X6,X4 0.668 0.929 0.367 0.335
X6,X5 0.116 0.421 0.237 0.222
X6,X7 0.910 0.606 0.517 0.681
X7,X1 0.182 0.385 0.526 0.912
X7,X2 0.066 0.698 0.122 0.303
X7,X3 0.014 0.441 0.595 0.825
X7,X4 0.016 0.110 0.869 0.820
X7,X5 0.080 0.212 0.367 0.293
X7,X6 0.695 0.895 0.714 0.510

Medium X1,X2 0.846 0.818 0.902 0.661
X1,X3 0.343 0.368 0.138 0.875
X1,X4 0.601 0.463 0.126 0.759
X1,X5 0.127 0.135 0.190 0.273
X1,X6 0.463 0.663 0.449 0.410
X1,X7 0.379 0.510 0.711 0.337
X2,X1 0.017 0.343 0.887 0.943
X2,X3 0.005* 0.515 0.141 0.725
X2,X4 0.005* 0.031 0.535 0.398
X2,X5 0.107 0.047 0.468 0.887
X2,X6 0.005* 0.008 0.784 0.045
X2,X7 0.015 0.119 0.044 0.050
X3,X1 0.005* 0.095 0.801 0.150
X3,X2 0.005* 0.286 0.113 0.845
X3,X4 0.005* 0.140 0.081 0.735
X3,X5 0.005* 0.076 0.110 0.612
X3,X6 0.083 0.049 0.006 0.218
X3,X7 0.569 0.032 0.508 0.155
X4,X1 0.005 0.742 0.290 0.955
X4,X2 0.079 0.739 0.680 0.952
X4,X3 0.270 0.848 0.34 0.226
X4,X5 0.168 0.405 0.290 0.887
X4,X6 0.050 0.057 0.843 0.912
X4,X7 0.661 0.576 0.044 0.566
X5,X1 0.005* 0.005* 0.005* 0.507
X5,X2 0.005* 0.005* 0.005* 0.005*

(continued).
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Table 6. Continued

Sample width (n)

Correlation level IE n = 50 n = 100 n = 250 n = 500

X5,X3 0.005* 0.005* 0.005* 0.224
X5,X4 0.005* 0.005* 0.005* 0.956
X5,X6 0.005* 0.005* 0.005* 0.005*
X5,X7 0.005* 0.005* 0.005* 0.077
X6,X1 0.658 0.902 0.498 0197
X6,X2 0.780 0.375 0.727 0.626
X6,X3 0.121 0.570 0.361 0.593
X6,X4 0.511 0.111 0.980 0.770
X6,X5 0.722 0.993 0.524 0.778
X6,X7 0.554 0.107 0.103 0.690
X7,X1 0.097 0.428 0.475 0.142
X7,X2 0.866 0.232 0.375 0.523
X7,X3 0.027 0.827 0.901 0.640
X7,X4 0.121 0.242 0.087 0.599
X7,X5 0.844 0.173 0.312 0.538
X7,X6 0.720 0.094 0.101 0.428

High X1,X2 0.005* 0.005* 0.005* 0.005*
X1,X3 0.005* 0.005* 0.005* 0.005*
X1,X4 0.005* 0.005* 0.005* 0.005*
X1,X5 0.005* 0.005* 0.005* 0.005*
X1,X6 0.005* 0.005* 0.043 0.189
X1,X7 0.005* 0.005* 0.005 0.072
X2,X1 0.005* 0.005* 0.005* 0.005*
X2,X3 0.005* 0.005* 0.005* 0.005*
X2,X4 0.005* 0.005* 0.005* 0.005*
X2,X5 0.005* 0.005* 0.005* 0.005*
X2,X6 0.005* 0.005* 0.017 0.115
X2,X7 0.005* 0.005* 0.005* 0.006
X3,X1 0.005* 0.005* 0.005* 0.504
X3,X2 0.005* 0.005* 0.005* 0.126
X3,X4 0.005* 0.005* 0.050 0.024
X3,X5 0.005* 0.005* 0.069 0.342
X3,X6 0.005* 0.005* 0.684 0.631
X3,X7 0.005* 0.005* 0.037 0.083
X4,X1 0.005* 0.005* 0.005* 0.005*
X4,X2 0.005* 0.005* 0.005* 0.005*
X4,X3 0.005* 0.005* 0.005* 0.005*
X4,X5 0.005* 0.005* 0.005* 0.005*
X4,X6 0.005* 0.005* 0.005* 0.005*
X4,X7 0.005* 0.005* 0.005* 0.005*
X5,X1 0.005* 0.005* 0.005* 0.005*
X5,X2 0.005* 0.005* 0.005* 0.005*
X5,X3 0.005* 0.005* 0.005* 0.005*
X5,X4 0.005* 0.005* 0.005* 0.005*
X5,X6 0.005* 0.005* 0.005* 0.018
X5,X7 0.005* 0.005* 0.005* 0.005*
X6,X1 0.005* 0.005* 0.009 0.011
X6,X2 0.005* 0.005* 0.005* 0.005*
X6,X3 0.005* 0.005* 0.038 0.433
X6,X4 0.005* 0.005* 0.005* 0.005*
X6,X5 0.005* 0.005* 0.087 0.014
X6,X7 0.005* 0.005* 0.027 0.984
X7,X1 0.005* 0.005* 0.033 0.089
X7,X2 0.005* 0.005* 0.005* 0.005*
X7,X3 0.005* 0.005* 0.005* 0.005*
X7,X4 0.005* 0.005* 0.005* 0.005*
X7,X5 0.005* 0.005* 0.005* 0.005*
X7,X6 0.005* 0.005* 0.005* 0.102
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Figure 14. Examples of the indirect effects with or without normal distribution.

cl], Summ•l)I for ail c:i Gf""' &f7 cl], Sumrmry for C66 ..---------------------------------------, 
Summary for C67 

I . 

9St!J.b Coofiderw:e I nt.erva l.s 

Aooes:x;-O....., Nom,nty ies: 

A·- D.35 
p..y ab, 0#,ll 

0~04Ul87 
0,0<!!.02 
0,001.714 

~ ,OOIIOZ7 
0, l52S:J6 

1000 

,.t.:mun --0,11fi020 
1.>t~ 0,011042 
Mean O.O<!Gl7 
3nl Qoame 0,068ll0 

' 0,175749 

'5% ~ - "" -
0103&:S:18 01();3656 

~ C'.ori-oenc:e lltsv fu. ~ 

O,OmJS 0,0447•5 
,S.1111-~ Zlarv b-StOt,11 

o,o?S66; 0,00300 

Summary for C66 

· I 
95% Confidence lnce.rvals 

Andeeson-~ """1"_.;li<y est 

A·Squa,od L4' 
P-Yalue <.. Q.00.S: 

~ -018911 0-0.0018,7 
..()#Ja7961 
0,313359 

1000 

--0,215745 
~ .106/,22 
-'l!.07S478 
--0.,0511.14 
0,050711 

~5% Confidenc. "-val fu, ""' 

-4),081.5BS ~ .076236 
'5% (l7Mera, , _ .. Median 

-0.07'llo6 ~01l2l6 
,s'l'o ~,,_.,. for s:o., 

O.oll287 0 O'S:Oll 

® 



1204 Ö. İ. GÜNERI ET AL.

diagrams, some of the indirect effects of path models with 250 and 500 sample sizes have
a normal distribution (p < .05).

InTable 6 in the pathmodelswith seven variables obtained as a result of 1000 repetitions,
Anderson–Darling normality test p values for the indirect effects of independent variables
on the dependent variable are given. Considering such values, most of the indirect effects
in low-correlated path models have a normal distribution, and in medium-correlated path
models indirect effects show less compliance to the normal distribution than the low-and
high-correlated pathmodels; distribution of the indirect effectsmove away fromnormality.
Also in the path models with three and five variables, as mentioned before, it is observed
that sample size does not have any effect on the distribution of indirect effects.

In the histograms obtained byMinitab 16 (Figure 14)it is shown that indirect effects are
more similar to normal distribution in shape. It should be considered that the calculated p
value is affected from the 1000 repetitions.

When Figure 14 is observed, it is seen that the distribution of the indirect effects with
three independent variables has a normal distribution inAnderson–Darling normality test.
End points are uniformly distributed in both sides of the distribution. It is also seen that
although the distribution of the indirect effects with five independent variables does not
seem to have a normal distribution in Anderson–Darling normality test, the end points
are mostly accumulated in the left side of the distribution. It may be considered that this
situation affects the result of the test. 95% confidence interval values of the indirect effects
are given in Tables 7–16.

In Table 7, 95% confidence interval of values of the indirect effects for the path models
with three variables are given. Such confidence intervals are calculated by using a unilat-
eral t-test in Minitab 16. The confidence intervals including 0 (zero) value are accepted as
insignificant. For example, in the simulation study performed with 50 sample size at low
level the indirect effect between the first independent variable and the third independent
variable is statistically insignificant.

Table 7. Confidence intervals and average values of the indirect effects for k = 3.

n = 50 n = 100 n = 250 n = 500

Lower Upper Lower Upper Lower Upper Lower Upper

Low X1,X2 0.0661 0.0798 0.0699 0.0791 0.0676 0.0734 0.0719 0.0760
X1,X3 −0.0537 0.0790 0.0687 0.0781 0.0702 0.0759 0.0721 0.0762
X2,X1 −0.0639 −0.0519 −0.0609 −0.0538 −0.0567 −0.0522 −0.0587 −0.0555
X2,X3 −0.0624 0.0195 −0.0037 0.0034 −0.0004 0.0043 −0.0024 0.0007
X3,X1 0.0160 0.0194 0.0113 0.0130 0.0118 0.0129 0.0121 0.0129
X3,X2 0.0159 0.0194 0.0008 0.0007 −0.0008 −0.0001 −0.0001 0.0005

Medium X1,X2 −0.1773 −0.1653 −0.0024 0.0052 −0.0011 0.0038 −0.0020 0.0014
X1,X3 −0.1468 −0.1346 −0.1236 −0.1160 −0.1233 −0.1189 −0.1223 −0.1189
X2,X1 −0.1119 −0.1039 −0.0017 0.0034 0.0007 0.0025 −0.0013 0.0009
X2,X3 0.1516 0.1596 −0.0018 0.0032 0.0024 0.0006 −0.0016 0.0006
X3,X1 −0.0826 −0.0753 −0.1058 −0.0992 0.1062 0.1023 −0.1055 −0.1026
X3,X2 0.1340 0.1413 −0.0023 0.0041 −0.0032 0.0008 −0.0022 0.0007

High X1,X2 0.2124 0.2228 −0.0061 0.0021 −0.0024 0.0026 −0.0009 0.0026
X1,X3 0.1883 0.1983 −0.0055 0.0026 −0.0029 0.0022 −0.0017 0.0019
X2,X1 0.1162 0.1244 −0.0040 0.0015 −0.0015 0.0018 −0.0006 0.0017
X2,X3 0.1417 0.1511 0.2360 0.2417 0.2372 0.2407 0.2369 0.2393
X3,X1 0.0385 0.0453 −0.0016 0.0009 −0.0009 0.0007 −0.0005 0.0005
X3,X2 0.0528 0.0617 0.1105 0.1152 0.1148 0.1177 0.1161 0.1181
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Table 8. Confidence intervals and average values of the indirect effects for k = 5 and low correlation.

n = 50 n = 100 n = 250 n = 500

Lower Upper Lower Upper Lower Upper Lower Upper

Low X1,X2 −0.0293 −0.0238 −0.0279 −0.0238 −0.0266 −0.0244 −0.0263 −0.0247
X1,X3 0.0254 0.0309 0.0223 −0.0392 0.0245 0.0266 0.0253 0.0268
X1,X4 0.0487 0.0548 0.0499 −0.0513 0.0500 0.0524 0.0512 0.0529
X1,X5 −0.0554 −0.0492 −0.0532 −0.0389 −0.0530 −0.0505 −0.0521 −0.0504
X2,X1 −0.0376 −0.0310 −0.0372 0.0388 −0.0343 −0.0316 −0.0342 −0.0322
X2,X3 0.0461 0.0524 0.0492 −0.0349 0.0482 0.0510 0.0497 0.0517
X2,X4 −0.0716 −0.0651 −0.0687 0.0392 −0.0670 −0.0641 −0.0674 −0.0654
X2,X5 0.0295 0.0360 0.0313 −0.0172 0.0326 0.0352 0.0318 0.0338
X3,X1 −0.0307 −0.0255 −0.0273 0.0664 −0.0271 −0.0249 −0.0273 −0.0258
X3,X2 −0.0410 −0.0355 −0.0431 −0.0292 −0.0401 −0.0378 −0.0408 −0.0392
X3,X4 −0.0551 −0.0492 −0.0554 −0.0458 −0.0536 −0.0511 −0.0538 −0.0521
X3,X5 −0.0407 −0.0348 −0.0428 0.0340 −0.0402 −0.0379 −0.0406 −0.0389
X4,X1 0.0350 0.0399 0.0356 −0.0238 0.0360 0.0380 0.0368 0.0382
X4,X2 −0.0409 −0.0361 −0.0382 −0.0392 −0.0376 −0.0356 −0.0376 −0.0362
X4,X3 0.0356 0.0406 0.0358 −0.0513 0.0361 0.0380 0.0364 0.0379
X4,X5 −0.0201 −0.0160 −0.0201 −0.0389 −0.0194 −0.0178 −0.0186 −0.0174
X5,X1 0.0610 0.0676 0.0618 0.0388 0.0637 0.0665 0.0634 0.0654
X5,X2 −0.0344 −0.0280 −0.0335 −0.0349 −0.0346 −0.0320 −0.0326 −0.0307
X5,X3 −0.0489 −0.0426 −0.0503 0.0392 −0.0498 −0.0471 −0.0493 −0.0475
X5,X4 0.0279 0.0342 0.0297 −0.0172 0.0314 0.0340 0.0305 0.0324

Table 9. Confidence intervals and average values of the indirect effects for k = 5 and medium
correlation.

n = 50 n = 100 n = 250 n = 500

Lower Upper Lower Upper Lower Upper Lower Upper

Medium X1,X2 −0.0700 −0.0625 −0.0696 0.0436 −0.0687 −0.0657 −0.0692 −0.0671
X1,X3 0.0607 0.0678 0.0637 −0.0656 0.0657 0.0688 0.0664 0.0685
X1,X4 0.0957 0.1038 0.0968 −0.0824 0.1001 0.1034 0.0999 0.1022
X1,X5 −0.1044 −0.0964 −0.1015 −0.0675 −0.1030 −0.0996 −0.1023 −0.0999
X2,X1 −0.0814 −0.0735 −0.0849 −0.0819 −0.0831 −0.0796 −0.0832 −0.0808
X2,X3 0.0962 0.1043 0.0975 0.0485 0.1001 0.1035 0.0996 0.1022
X2,X4 −0.0790 −0.0708 −0.0815 0.0284 −0.0847 −0.0811 −0.0823 −0.0799
X2,X5 0.0358 0.0437 0.0385 0.0327 0.0386 0.0418 0.0398 0.0420
X3,X1 −0.0682 −0.0610 −0.0704 0.0293 −0.0693 −0.0662 −0.0700 −0.0679
X3,X2 −0.0880 −0.0807 −0.0876 0.0684 −0.0869 −0.0838 −0.0869 −0.0846
X3,X4 −0.0721 −0.0648 −0.0726 0.0216 −0.0694 −0.0664 −0.0702 −0.0680
X3,X5 −0.0885 −0.0812 −0.0870 −0.0533 −0.0867 −0.0836 −0.0874 −0.0852
X4,X1 0.0401 0.0461 0.0444 0.0467 0.0452 0.0477 0.0450 0.0467
X4,X2 −0.0298 −0.0250 −0.0316 0.0436 −0.0323 −0.0304 −0.0312 −0.0299
X4,X3 0.0270 0.0318 0.0295 −0.0656 0.0296 0.0314 0.0299 0.0312
X4,X5 −0.0303 −0.0257 −0.0325 −0.0824 −0.0317 −0.0299 −0.0311 −0.0298
X5,X1 0.0619 0.0685 0.06420 −0.0675 0.0660 0.0687 0.0660 0.0679
X5,X2 −0.0242 −0.0192 −0.0248 −0.0819 −0.0232 −0.0213 −0.0231 −0.0218
X5,X3 −0.0568 −0.0509 −0.0573 0.0485 −0.0577 −0.0551 −0.0566 −0.0549
X5,X4 0.0425 0.0483 0.0431 0.0284 0.0440 0.0462 0.0435 0.0450

When considered generally, 27 of 144 indirect effects in all the path models with three
variables are seen statistically insignificant. Accordingly, it may be suitable to use the
regression analysis in the path models with three variables.

In Table 10, 95% confidence intervals of the indirect effects regarding the path models
with five variables are given. The interpretations made for the models with three variables
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Table 10. Confidence intervals and average values of the indirect effects for k = 5 and high correlation.

n = 50 n = 100 n = 250 n = 500

Lower Upper Lower Upper Lower Upper Lower Upper

High X1,X2 −0.1457 −0.1361 −0.1461 −0.1396 −0.1458 −0.1420 −0.1452 −0.1423
X1,X3 0.1381 0.1477 0.1379 0.1444 0.1418 0.1459 0.1411 0.1439
X1,X4 0.1576 0.1673 0.1599 0.1665 0.1652 0.1694 0.1657 0.1685
X1,X5 −0.1708 −0.1612 −0.1672 −0.1605 −0.1680 −0.1637 −0.1688 −0.1659
X2,X1 −0.1900 −0.1783 −0.1887 −0.1811 −0.1880 −0.1833 −0.1869 −0.1834
X2,X3 0.1468 0.1579 0.1513 0.1589 0.1500 0.1551 0.1516 0.1550
X2,X4 −0.1872 −0.1758 −0.1883 −0.1805 −0.1862 −0.1814 −0.1865 −0.1831
X2,X5 0.1773 0.1890 0.1821 0.1896 0.1806 0.1854 0.1824 0.1858
X3,X1 −0.1619 −0.1517 −0.1596 −0.1523 −0.1600 −0.1556 −0.1582 −0.1551
X3,X2 −0.1346 −0.1245 −0.1348 −0.1281 −0.1320 −0.1275 −0.1325 −0.1295
X3,X4 −0.1602 −0.1501 −0.1578 −0.1505 −0.1601 −0.1558 −0.1586 −0.1555
X3,X5 −0.1329 −0.1223 −0.1345 −0.1276 −0.1332 −0.1288 −0.1333 −0.1301
X4,X1 0.0849 0.0921 0.0878 0.0928 0.0907 0.0937 0.0901 0.0921
X4,X2 −0.0788 −0.0721 −0.0810 −0.0763 −0.0802 −0.0773 −0.0792 −0.0773
X4,X3 0.0742 0.0809 0.0749 0.0796 0.0780 0.0808 0.0769 0.0788
X4,X5 −0.0796 −0.0727 −0.0807 −0.0761 −0.0799 −0.0771 −0.0791 −0.0771
X5,X1 0.0734 0.0805 0.0707 0.0754 0.0700 0.0727 0.0720 0.0740
X5,X2 −0.0666 −0.0603 −0.0654 −0.0614 −0.0623 −0.0598 −0.0632 −0.0615
X5,X3 −0.0555 −0.0497 0.0547 0.0509 −0.0524 −0.0501 −0.0530 −0.0514
X5,X4 0.0604 0.0668 0.0618 0.0660 0.0599 0.0624 0.0616 0.0635

Table 11. Confidence intervals and average values of the indirect effects for k = 7 and low correlation.

n = 50 n = 100 n = 250 n = 500

Lower Upper Lower Upper Lower Upper Lower Upper

Low X1,X2 −0.0413 −0.0350 −0.0385 −0.0339 −0.0377 −0.0349 −0.0380 −0.0360
X1,X3 0.0313 0.0377 0.0353 0.0398 0.0341 0.0370 0.0352 0.0372
X1,X4 0.0694 0.0757 0.0704 0.0747 0.0711 0.0739 0.0710 0.0728
X1,X5 −0.0739 −0.0677 −0.0743 −0.0701 −0.0731 −0.0702 −0.0728 −0.0709
X1,X6 0.0499 0.0565 0.0524 0.0569 0.0531 0.0559 0.0527 0.0547
X1,X7 −0.0389 −0.0324 −0.0365 −0.0322 −0.0379 −0.0351 −0.0361 −0.0342
X2,X1 −0.0506 −0.0428 −0.0474 −0.0417 −0.0461 −0.0428 −0.0467 −0.0442
X2,X3 0.0644 0.0722 0.0646 0.0700 0.0660 0.0695 0.0642 0.0666
X2,X4 −0.0885 −0.0807 −0.0916 −0.0861 −0.0905 −0.0873 −0.0899 −0.0874
X2,X5 0.0409 0.0487 0.0431 0.0484 0.0439 0.0474 0.0426 0.0451
X2,X6 0.0861 0.0939 0.0854 0.0909 0.0864 0.0899 0.0881 0.0905
X2,X7 0.0389 0.0470 0.0405 0.0460 0.0437 0.0471 0.0428 0.0452
X3,X1 −0.0552 −0.0459 −0.0583 −0.0517 −0.0542 −0.0500 −0.0546 −0.0516
X3,X2 −0.0859 −0.0767 −0.0840 −0.0775 −0.0832 −0.0790 −0.0797 −0.0768
X3,X4 −0.1110 −0.1019 −0.1077 −0.1012 −0.1081 −0.1041 −0.1081 −0.1053
X3,X5 −0.0844 −0.0752 −0.0830 −0.0761 −0.0817 −0.0776 −0.0809 −0.0779
X3,X6 0.0999 0.1091 0.1004 0.1070 0.1033 0.1074 0.1046 0.1074
X3,X7 −0.0820 −0.0725 −0.0837 −0.0775 −0.0808 −0.0765 −0.0805 −0.0776
X4,X1 0.0914 0.0998 0.0928 0.0984 0.0937 0.0974 0.0937 0.0961
X4,X2 −0.0947 −0.0863 −0.0985 −0.0926 −0.0974 −0.0940 −0.0967 −0.0940
X4,X3 0.0913 0.0994 0.0908 0.0967 0.0936 0.0971 0.0947 0.0972
X4,X5 −0.0537 −0.0455 −0.0520 −0.0460 −0.0487 −0.0451 −0.0497 −0.0471
X4,X6 0.0680 0.0763 0.0697 0.0756 0.0694 0.0732 0.0694 0.0719
X4,X7 −0.1258 −0.1176 −0.1218 −0.1162 −0.1204 −0.1169 −0.1197 −0.1171

are also valid for these models. The indirect effects of confidence intervals capturing zero
value are statistically insignificant .

In Tables 15 and 16, 95% confidence intervals of the indirect effects for the path models
with seven variables in high correlation are given. The interpretationsmade for themodels
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Table 12. Confidence intervals and average values of the indirect effects for k = 7 and low correlation.

n = 50 n = 100 n = 250 n = 500

Lower Upper Lower Upper Lower Upper Lower Upper

Low X5,X1 −0.0865 −0.0809 −0.0852 −0.0811 −0.0868 −0.0842 0.0333 0.0352
X5,X2 −0.0873 −0.0815 0.0857 0.0818 −0.0863 −0.0838 −0.0850 −0.0832
X5,X3 −0.0562 −0.0496 −0.0569 −0.0524 −0.0560 −0.0531 −0.0851 −0.0833
X5,X4 −0.0763 −0.0699 −0.0742 −0.0697 −0.0733 −0.0705 −0.0548 −0.0528
X5,X6 0.0677 0.0740 0.0682 0.0728 0.0703 0.0732 −0.0740 −0.0720
X5,X7 −0.0579 −0.0516 −0.0574 −0.0529 −0.0556 −0.0526 0.0715 0.0734
X6,X1 −0.0920 −0.0860 −0.0909 −0.0866 −0.0926 −0.0899 −0.0546 −0.0527
X6,X3 0.0343 0.0409 0.0335 0.0380 0.0338 0.0367 −0.0913 −0.0894
X6,X4 −0.0785 −0.0656 −0.0746 −0.0657 −0.0775 −0.0717 0.0342 0.0362
X6,X5 0.0642 0.0775 0.0674 0.0766 0.0729 0.0786 −0.0738 −0.0698
X6,X7 0.1015 0.1148 0.1079 0.1165 0.1067 0.1126 0.0714 0.0753
X7,X1 −0.1951 −0.1826 −0.1882 −0.1797 −0.1866 −0.1813 0.1080 0.1120
X7,X2 0.1774 0.1897 0.1789 0.1872 0.1832 0.1885 −0.1851 −0.1813
X7,X3 −0.0836 −0.0699 −0.0774 −0.0683 −0.0750 −0.0692 0.1822 0.1860
X7,X4 −0.0865 −0.0809 −0.0852 −0.0811 −0.0868 −0.0842 −0.0738 −0.0698
X7,X5 −0.0873 −0.0815 0.0857 0.0818 −0.0863 −0.0838 0.0333 0.0352
X7,X6 −0.0562 −0.0496 −0.0569 −0.0524 −0.0560 −0.0531 −0.0850 −0.0832

Table 13. Confidence intervals and average values of the indirect effects for k = 7 and medium
correlation.

n = 50 n = 100 n = 250 n = 500

Lower Upper Lower Upper Lower Upper Lower Upper

Medium X1,X2 −0.1820 −0.1655 −0.1819 −0.1709 −0.1852 −0.1785 −0.1833 −0.1782
X1,X3 0.1696 0.1847 0.1717 0.1826 0.1713 0.1782 0.1761 0.1811
X1,X4 0.2557 0.2705 0.2610 0.2717 0.2629 0.2696 0.2650 0.2699
X1,X5 −0.2781 −0.2631 −0.2765 −0.2658 −0.2726 −0.2659 −0.2714 −0.2666
X1,X6 0.2105 0.2259 0.2170 0.2277 0.2208 0.2276 0.2232 0.2279
X1,X7 −0.2311 −0.2154 −0.2304 −0.2198 −0.2247 −0.2180 −0.2268 −0.2219
X2,X1 0.1124 0.1242 0.1164 0.1242 0.1220 0.1267 0.1223 0.1259
X2,X3 −0.1617 −0.1503 −0.1571 −0.1492 −0.1572 −0.1522 −0.1534 −0.1499
X2,X4 0.1126 0.1239 0.1193 0.1275 0.1215 0.1263 0.1220 0.1257
X2,X5 −0.0668 −0.0559 −0.0641 −0.0564 −0.0662 −0.0613 −0.0632 −0.0598
X2,X6 0.1762 0.1879 0.1774 0.1854 0.1795 0.1846 0.1831 0.1865
X2,X7 −0.1866 −0.1757 −0.1877 −0.1796 −0.1855 −0.1806 −0.1872 −0.1838
X3,X1 0.0991 0.1087 0.1004 0.1072 0.1004 0.1046 0.1031 0.1061
X3,X2 0.1285 0.1384 0.1277 0.1345 0.1305 0.1348 0.1281 0.1311
X3,X4 0.0981 0.1078 0.1025 0.1089 0.1001 0.1043 0.1044 0.1073
X3,X5 0.1246 0.1349 0.1267 0.1336 0.1305 0.3480 0.1293 0.1324
X3,X6 0.1280 0.1380 0.1258 0.1330 0.1287 0.3290 0.1295 0.1324
X3,X7 −0.1335 −0.1236 −0.1345 −0.1275 −0.1332 −0.2910 −0.1332 −0.1303
X4,X1 −0.2484 −0.2340 −0.2474 −0.2373 −0.2460 −0.2397 −0.2461 −0.2415
X4,X2 0.1505 0.1651 0.1588 0.1693 0.1620 0.1683 0.1622 0.1669
X4,X3 −0.1665 −0.1521 −0.1698 −0.1601 −0.1623 −0.1559 −0.1668 −0.1624
X4,X5 0.1565 0.1713 0.1552 0.1654 0.1607 0.1671 0.1596 0.1640
X4,X6 0.1609 0.1754 0.1569 0.1668 0.1612 0.1673 0.1581 0.1627
X4,X7 −0.1768 −0.1616 −0.1625 −0.1526 −0.1673 −0.16100 −0.1650 −0.1606

with 3 and 5 variables are also valid for the path models with seven variables. The indi-
rect effects of confidence intervals capturing zero value are also treated to be statistically
insignificant.
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Table 14. Confidence intervals and average values of the indirect effects for k = 7 and medium
correlation.

n = 50 n = 100 n = 250 n = 500

Lower Upper Lower Upper Lower Upper Lower Upper

Medium X5,X1 0.0033 0.0011 0.0023 0.0010 0.0025 0.0018 −0.002 −0.0017
X5,X2 0.0005 0.0029 0.0012 0.0024 0.0018 0.0025 0.0017 0.0022
X5,X3 −0.2608 −0.2428 −0.2621 −0.2496 −0.2619 −0.2539 −0.2622 −0.2567
X5,X4 0.2960 0.3140 0.2998 0.3123 0.3022 0.3101 0.3072 0.3126
X5,X6 −0.2706 −0.2527 −0.2610 −0.2478 −0.2605 −0.2528 −0.2600 −0.2545
X5,X7 0.2032 0.2211 0.1980 0.2102 0.2035 0.2112 0.1995 0.2053
X6,X1 −0.1618 −0.1435 −0.1577 −0.1452 −0.1571 −0.1490 −0.1551 −0.1494
X6,X3 −0.1092 −0.0897 −0.1106 −0.0979 −0.1084 −0.1004 −0.1060 −0.1003
X6,X4 −0.3350 −0.3125 −0.3346 −0.3192 −0.3270 −0.3172 −0.3302 −0.3231
X6,X5 0.3758 0.3970 0.3829 0.3984 0.3847 0.3943 0.3902 0.3968
X6,X7 −0.3329 −0.3099 −0.3324 −0.3166 −0.3300 −0.3206 −0.3306 −0.3239
X7,X1 0.2562 0.2797 0.2432 0.2585 0.2570 0.2669 0.2566 0.2635
X7,X2 −0.2102 −0.1865 −0.2025 −0.1866 −0.2027 −0.1923 −0.1973 −0.1899
X7,X3 0.1132 0.1376 0.1240 0.1399 0.1271 0.1371 0.1270 0.1342
X7,X4 0.0033 0.0011 0.0023 0.0010 0.0025 0.0018 −0.0022 −0.0017
X7,X5 0.0005 0.0029 0.0012 0.0024 0.0018 0.0025 0.0017 0.0022
X7,X6 −0.2608 −0.2428 −0.2621 −0.2496 −0.2619 −0.2539 −0.2622 −0.2567

Table 15. Confidence intervals and average values of the indirect effects for k = 7 and high correlation.

n = 50 n = 100 n = 250 n = 500

Lower Upper Lower Upper Lower Upper Lower Upper

High X1,X2 −0.0916 −0.0818 −0.0887 −0.0819 −0.0880 −0.0830 −0.0895 −0.0865
X1,X3 −0.1172 −0.1061 −0.1120 −0.1043 −0.1113 −0.1060 −0.1125 −0.1093
X1,X4 0.1019 01131 0.1011 0.1084 0.1026 0.1070 0.1049 0.1080
X1,X5 −0.1116 −0.1009 −0.1089 −0.1015 −0.1062 −0.1010 −0.1076 −0.1044
X1,X6 0.1313 0.1431 0.1304 0.1389 0.1328 0.1370 0.1352 0.1387
X1,X7 −0.1449 −0.1326 −0.1367 −0.1287 −0.1369 −0.1310 −0.1383 −0.1348
X2,X1 −0.0355 −0.0293 −0.0339 −0.0298 0.0324 −0.0302 −0.0326 −0.0309
X2,X3 0.0267 0.0332 0.0290 0.0328 0.0292 0.0314 0.0296 0.0312
X2,X4 −0.0264 −0.0209 0.0242 0.0208 0.0234 −0.0214 −0.0230 −0.0216
X2,X5 0.0179 0.0229 0.0208 0.0242 0.0213 0.0232 0.0214 0.0228
X2,X6 −0.0500 −0.0418 −0.0509 −0.0456 0.0491 −0.0459 −0.0492 −0.0469
X2,X7 0.0362 0.0434 0.0382 0.0429 0.0379 0.0406 0.0392 0.0412
X3,X1 −0.0246 −00162 −0.0200 −0.0146 0.0199 −0.0166 −0.0213 −0.0190
X3,X2 0.0109 0.0179 0.0111 0.0157 0.0129 0.0155 0.0142 0.0161
X3,X4 0.0137 0.0217 0.0128 0.0177 0.0145 0.0175 0.0166 0.0187
X3,X5 0.0160 0.0243 0.0144 0.0198 0.0163 0.0196 0.0188 0.0212
X3,X6 0.0235 0.0348 0.0185 0.0256 0.0228 0.0270 0.0268 0.0300
X3,X7 −0.0250 −0.0168 −0.0197 −0.0143 0.0193 −0.0160 −0.0212 −0.0189
X4,X1 0.0403 0.0474 0.0436 0.0481 0.0450 0.0478 0.0445 0.0466
X4,X2 −0.0293 −0.0237 0.0275 0.0242 0.0280 −0.0259 −0.0269 −0.0254
X4,X3 0.0375 0.0441 0.0403 0.0447 0.0415 0.0442 0.0403 0.0421
X4,X5 0.0144 0.0196 0.0175 0.0208 0.0186 0.0204 0.0186 0.0199
X4,X6 0.0250 0.0305 0.0276 0.0312 0.0285 0.0306 0.0272 0.0287
X4,X7 0.0234 0.0289 0.0281 0.0319 0.0270 0.0290 0.0273 0.0288

4. Results and discussion

Via the regression analysis the coefficients of the direct effects between the variables can
be accessed. However, besides the direct effects between the variables, it is also important
to specify the indirect effects. A path analysis can evaluate the causality correlation of the
variables with each other and can explain the correlations by a diagram. The path analysis
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Table 16. Confidence intervals and average values of the indirect effects for k = 7 and high correlation.

n = 50 n = 100 n = 250 n = 500

Lower Upper Lower Upper Lower Upper Lower Upper

High X5,X1 −0.0038 0.0005 0.0013 0.0017 0.0012 0.0004 −0.0005 0.0005
X5,X2 0.0365 0.0421 0.0396 0.0434 0.0406 0.0429 0.0403 0.0419
X5,X3 −0.1180 −0.1079 −0.1145 −0.1071 −0.1144 −0.1100 −0.1146 −0.1116
X5,X4 0.1047 0.1149 0.1022 0.1092 0.1053 0.1090 0.1083 0.1114
X5,X6 −0.1347 −0.1234 −0.1272 −0.1197 −0.1283 −0.1230 −0.1304 −0.1271
X5,X7 −0.0583 −0.0503 −0.0570 −0.0517 0.0570 −0.0537 −0.0554 −0.0531
X6,X1 −0.0024 0.0048 −0.0011 0.0037 0.0016 0.0012 −0.0008 0.0012
X6,X3 −0.0052 0.0024 −0.0056 −0.0004 0.0029 −0.0001 −0.0001 0.0018
X6,X4 −0.0788 −0.0686 −0.0726 −0.0661 −0.0740 −0.0690 −0.0754 −0.0724
X6,X5 0.0559 0.0649 0.0522 0.0578 0.0562 0.0598 0.0589 0.0614
X6,X7 −0.0627 −0.0541 −0.0593 −0.0536 0.0596 −0.0561 −0.0612 −0.0586
X7,X1 0.0321 0.0392 0.0328 0.0373 0.0332 0.0358 0.0350 0.0369
X7,X2 −0.0511 −0.0430 −0.0474 −0.0424 0.0489 −0.0458 −0.0494 −0.0471
X7,X3 −0.0018 0.0042 0.0000 0.0038 0.0001 0.0021 −0.0012 0.0000
X7,X4 −0.0038 0.0005 0.0013 0.0017 0.0012 0.0004 −0.0005 0.0005
X7,X5 0.0365 0.0421 0.0396 0.0434 0.0406 0.0429 0.0403 0.0419
X7,X6 −0.1180 −0.1079 −0.1145 −0.1071 −0.1144 −0.1100 −0.1146 −0.1116

can also provide detailed answers to the problems of the examiner without eliminating the
structure consisting of the cause and effect correlation between the independent variables.
Without decreasing the number of variables and without having any information loss the
examiner can easily develop his/her study. Besides the effect of an independent variable in
the path analysis on the dependent variable, it is also possible to see the effect on the other
dependent variables. This situation makes the path analysis the preferred method over the
other multivariate analysis methods.

In the path models obtained as a result of the simulation studies, the normality of the
distribution of indirect effects is tested via theAnderson–Darling normality test. According
to the results obtained, most of the indirect effects in the path models with three and seven
variables have a normal distribution, but most of the path models with five variables are
away from the normal distribution. Briefly, it is possible to say that the number of variables
is effective on the indirect effects.

When the distribution of the indirect effects is examined in terms of the sample sizes,
it can be said that the distribution of the indirect effects in path models with 250 and 500
samples is closer to the normal distribution than the pathmodels with 50 and 100 samples.

When the distribution of indirect effects is examined in terms of correlation levels, it is
observed that the indirect effects of the high-correlated path models digress from normal
distribution. Accordingly, it is possible to say that when the correlation level increases, the
distribution of the indirect effects digresses from normal distribution.

Moreover, although the path coefficients of the path models do not get affected by the
sample size and correlation level it is found that indirect effects are affected by these values.

It is seen that most of the indirect effects of the path models with 3, 5 and 7 variables are
statistically significant at 95% confidence interval.

In order to interpret the path analysis and explain the causal correlation, the number of
variables should not be a lot. When the number of variables increases, the indirect effect
on the variables increases because the causal structure widens, and accordingly the model
gets more complicated.
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